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Abstract

Time-varying covariance models are compared in the French and German interest rate markets of the pre-euro period. A bivariate, asymmetric dynamic covariance model with level effect best characterizes the in-sample variance—covariance dynamics. Model comparison using economic loss functions raises some doubts with alternative models performing similarly. Out-of-sample results show that the variance—covariance matrix is best forecasted using a VECH model with level effect but no volatility spillover, not entirely confirming the in-sample evidence. Simple models using exponentially-weighted moving averages of past observations perform similarly to the best bivariate model. Thus, some features required to obtain a good in-sample fit do not have additional out-of-sample forecasting power due to overfitting.
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1. Introduction

The short-term interest rate is one of the most important and fundamental characteristics of financial markets. In particular, forecasts of interest rate volatility are important for a wide variety of economic agents. Portfolio managers require volatility forecasts to make decisions about asset allocation and portfolio selection. Risk managers use them to compute measures of portfolio market risk such as Value at Risk. Options traders require them to price and hedge options. Regulators also need them to supervise and monitor financial institutions behavior.

There are basically two approaches to forecast volatility. The market-based approach uses option market data to infer implied volatility, which is interpreted to be the market’s best estimate of future volatility conditional on the option pricing model. The model-based approach forecasts volatility from time series information, generating what are usually called historical forecasts. The empirical evidence in Day and Lewis (1992) and Amin and Ng (1997) suggests that implied volatility is useful in forecasting future volatility. However, there is also some consensus that implied volatility is an upward biased forecast of future volatility and that historical volatility forecasts contain some additional information.

Most of the work on the model-based approach has been focused on univariate time-varying variance models. Relatively little work has been done on multivariate time-varying covariance models. For examples of univariate models, see Glosten et al. (1993) and West and Cho (1995). Also, there has been little work on comparing the forecasting performance of time-varying covariance models with implied covariance from option prices. Campa and Chang (1998) find that implied correlations from foreign exchange options tend to be more accurate forecasts of realized correlation than ones based on historical prices. However, implied correlations do not fully incorporate the information in historical data because bivariate GARCH models of correlation are able to improve forecast accuracy.

The purpose of this paper is to examine the variance—covariance process of the short-term spot riskless interest rate (short rate) in France and Germany, using the pre-euro period from 1981 to 1997 with weekly frequency. We take a model-based approach by considering multivariate GARCH models estimated from historical interest rates for both countries and examine the forecasting ability of alternative covariance models of the spot interest rate volatility.

The examination of French and German interest rates during the pre-euro era provides insights that are unavailable by studying US interest rates. First, our data include the period of the 1992–1993 exchange rate turmoil in the Exchange Rate Mechanism (ERM) of the European Monetary System (EMS) and the distinct

---

1 Day and Lewis (1992) and Amin and Ng (1997) present empirical evidence comparing implied and historical volatility forecasts in the stock market and interest rate market, respectively.

2 This comparison turns out to be of difficult implementation because the set of options that contains information on assets correlation is restricted. The existing work in this area uses foreign currency options. An implied correlation is inferred from the implied variances of options on three currency-pairs because the foreign currencies trade directly against each other (cross-rate).
implications of this turmoil on the French and German interest rate markets. Thus, we provide new insights about the best way to model interest rate volatility and cross-correlations during periods of high uncertainty. Second, though France and Germany had many real economic factors in common as members of the European Union (EU), their central banks differed sharply in terms of credibility to control inflation. This allows us to learn the importance of differing levels of central bank credibility for interest rate volatility. Finally, in contrast with the US case, the French and German central banks tended to target monetary aggregates in conducting monetary policy rather than interest rate levels over our sample period. Thus, we can provide insights to the effects of such monetary policy orientations.

We study the relation between French and German interest rates along several lines. First, there are reasons to believe that our data contain volatility spillover effects because both countries belong to the EU and to the ERM. Furthermore, the German central bank, given its credibility in lowering inflation, was taken as a benchmark for the monetary policy of the remaining European central banks. Thus, we expect to find evidence of volatility spillover effects from the German interest rate process to the French interest rate process.

Second, we compare the in-sample and out-of-sample forecasting performance of the alternative variance–covariance structures and their economic implications in terms of portfolio selection, hedging and risk management. For comparison we also consider simple historical forecasts such as the equally- and exponentially-weighted sample variance, covariance and correlation. Previous studies across a wide variety of markets compare the out-of-sample forecasting ability of several GARCH-type models and sample variances and find that there is no clear winner using a MSPE loss function. Results in Figlewski (1997) show that GARCH models fitted to daily data are effective in forecasting the volatility in stock markets both for short and long horizons, but they are much less useful in making out-of-sample forecasts in other markets beyond short horizons. In particular, using 3-month US Treasury bill yields, sample variances generate more accurate forecasts than GARCH model. Also, Ederington and Guan (1999) find that sample variance dominates GARCH models in the 3-month Eurodollar market.

Third, Ferreira (2000a) studies the forecasting performance of alternative models of the spot interest rate variance using univariate GARCH models for France and Germany. The results show that modeling volatility as a function of the interest rate innovations (news effect) is equally important as modeling volatility as a function of

---

3 The ERM was characterized by semi-fixed exchange rates. The exchange rates could float within a band around a fixed central parity. The band was 2.25% before August 1, 1993 when there was a band widening to 6% in consequence of the pressure to a depreciation of the French franc and other weak currencies against the Deutschemark. The French central bank increased short-term interest rate levels (and volatility) sharply to avoid currency devaluation, but without success.

4 With the exception of the Federal Reserve monetary targeting experiment of October 1979 through September 1982.

5 This sensitivity of results to the forecast horizon can also be found in West and Cho (1995) with the GARCH model having a slight edge over historical volatility for short horizons across several foreign exchange markets, but this advantage disappearing for longer horizons.
the interest rate (level effect). However, the in-sample performance of the models is not always confirmed by the forecasting power and efficiency tests. The out-of-sample tests support that models with only the news effect have similar forecasting power and efficiency to mixed level and news effects models. Moreover, sample variance forecasts using exponentially declining weights also have out-of-sample forecasting power and efficiency similar to the best models of the spot interest rate volatility. The tight links between the two economies suggest that the forecasting exercise should be done in a bivariate framework instead to increase the forecasting power.

Fourth, we consider the class of multivariate GARCH models proposed by Kroner and Ng (1998), namely the asymmetric general dynamic covariance (ADC) models, that can capture asymmetric variance effects as well as asymmetric covariance effects. The asymmetric variance effect consists of negative innovations to the asset returns process leading to a higher subsequent variance than positive innovations. There is extensive evidence on this effect across assets in a univariate framework, see for example Glosten et al. (1993). In a multivariate framework, only Kroner and Ng (1998) have extended the models to incorporate asymmetric effects in the variance—covariance specification. They introduce the possibility of an asymmetric covariance effect, i.e., negative and positive innovations might not have different impact on the subsequent covariance across assets and markets. If the asymmetric volatility effect is caused by an increase in the information flow following shocks, then the covariance can also be affected because there will be a change in the relative rate of information across assets and markets. Kroner and Ng (1998) apply the model in the context of US stock market portfolios. This paper is the first to apply the approach to interest rate markets.

Finally, we extend the class of GARCH multivariate models of Kroner and Ng (1998) to accommodate a level effect in the interest rate volatility process, following the approach of Brenner et al. (1996). A level effect in the spot interest rate volatility is first documented in Chan et al. (1992). They find that the level effect is the most important feature of the models and that the volatility sensitivity to the rate level is in excess of unity. Brenner et al. (1996), combining a univariate GARCH model with a level effect, find that the volatility sensitivity to the interest rate level is smaller than that found in Chan et al. (1992) and that innovations to the interest rate process are also an important feature of the volatility dynamics. Nevertheless, the level effect remains a significant and important effect. The same results hold for the French and German short rates as shown in Ferreira (2000b).

This paper’s in-sample results show that a bivariate, asymmetric general dynamic covariance model with level effect best characterizes French and Germany interest rate variance—covariance dynamics during our sample period. Moreover, our results confirm the notion that Germany was the leader in terms of monetary policy in Europe and that France was the follower because we find evidence of volatility spillovers from Germany to France, but not the reverse. With respect to the correlation between interest rates, the evidence shows that the correlation was higher (lower) when German (French) rates decreased (increased), which can be interpreted as France taking advantage of the German central bank credibility in terms of controlling inflation.
However, the in-sample model performance under economic loss functions (hedge ratio, portfolio selection and Value at Risk) raises some doubts. The models perform similarly, and in certain cases, including additional effects, do not improve model performance. Also, in-sample model forecasting power shows that there is no significant improvement in forecasting accuracy in terms of variance relative to the univariate models in Ferreira (2000b). In contrast, including exchange rate information improves the forecasting accuracy for variance, specially for Germany, despite not improving the forecasting power for covariance.

Furthermore, the best performing models in-sample are not, in general, the best out-of-sample. In fact, the interest rate variance—covariance matrix is best forecast out-of-sample using a VECH model with level effect; including volatility spillover effects is not important. In addition, simple models using either equally- or exponentially-weighted moving averages of past observations perform similarly to the best bivariate model in terms of both variance and covariance. Overall, the out-of-sample results show evidence that some of the features required to obtain a good in-sample fit do not have additional out-of-sample forecasting power due to overfitting.

The organization of the paper is as follows. Section 2 describes the issue of forecasting variances and covariances and presents the alternative time-varying covariance specifications. In Section 3, time-varying covariance models are applied to our data set of French and German short-term spot interest rates. Parameter estimates and second moments estimates are analyzed. Section 4 compares the models in terms of out-of-sample forecasting power for variances, covariance and correlation. Section 5 completes the analysis by studying the economic implications of our results for hedging, portfolio selection and risk management. Section 6 studies the link between the interest rate and foreign exchange markets volatility and Section 7 concludes.

2. Time-varying covariance models

2.1. Modeling and forecasting variance and covariance

We are interested in forecasting both variances and covariance between French and German short rates. The empirical model for the short rate $r_{it}$ is given by, for $i, j = 1, 2$,

$$
\begin{align*}
    r_{it} - r_{it-1} &= \mu_i + \kappa_i r_{it-1} + \epsilon_{it}, \\
    E[\epsilon_{it} | \mathcal{F}_{t-1}] &= 0, \\
    E[\epsilon_{it} \epsilon_{jt} | \mathcal{F}_{t-1}] &= h_{ijt},
\end{align*}
$$

where the conditional mean function for the interest rate is given by a first-order autoregressive process, $\mathcal{F}_{t-1}$ is the information set up to time $t-1$, $h_{ii}t$ is the conditional variance at time $t$ and $h_{ijt}$ is the conditional covariance at time $t$. The conditional variance—covariance matrix $H_{i}$ is $2 \times 2$ with elements given by $h_{ijt}$.

Multivariate GARCH models are among the most widely used time-varying covariance models. In the basic bivariate GARCH model, the components of the conditional variance—covariance matrix $H_i$ vary through time as functions of the
lagged values of $H_t$ and of the squared innovations, $\varepsilon_t$ is $2 \times 1$ vector of innovations. We model the French and German short rates using bivariate GARCH(1,1) structures because this process is able to successfully represent most financial time series. We implement several bivariate GARCH specifications that have been suggested in the literature as we will see below.

2.2. VECH model

The VECH model of Bollerslev et al. (1988) is a parsimonious version of the most general bivariate GARCH model, and is given by, for $i, j = 1, 2$,

$$h_{ijt} = \omega_{ij} + \beta_{ij} h_{ijt-1} + \alpha_{ij} \varepsilon_{it-1} \varepsilon_{jt-1},$$

(2)

where $\omega_{ij}$, $\beta_{ij}$ and $\alpha_{ij}$ are parameters. The VECH model is simply an ARMA process for $\varepsilon_{it} \varepsilon_{jt}$. The covariance is estimated using geometrically declining weighted averages of past cross-products of innovations to the interest rate process. The VECH model has nine parameters in the bivariate case. An implementation problem is that the model may not yield a positive definite covariance matrix. The VECH model does not allow for volatility spillover effects, i.e., the conditional variance of a given variable is not a function of other variable shocks and past variance.

2.3. Constant correlation (CCorr) model

In the CCorr model of Bollerslev (1990), the conditional covariance is proportional to the product of the conditional standard deviations. Consequently, the conditional correlation is constant across time. The model is described by the following equations, for $i, j = 1, 2$,

$$h_{ii} = \omega_i + \beta_i h_{ii} + \alpha_i \varepsilon_{it}^2,$$

$$h_{ij} = \rho_{ij} \sqrt{h_{ii}} \sqrt{h_{jj}}, \quad \text{for all } i \neq j.$$

(3)

The conditional covariance matrix of the CCorr model is positive definite if and only if the correlation matrix is positive definite. The number of parameters is seven in the bivariate case. Like in the VECH model there is no volatility spillover effects across series.

2.4. BEKK model

The BEKK model of Engle and Kroner (1995) addresses the problem of the estimated conditional covariance matrix being positive definite. The model is given by:

$$H_t = \Omega + B' H_{t-1} B + A' \varepsilon_{t-1} \varepsilon'_{t-1} A,$$

(4)

where $\Omega$, $A$, and $B$ are $2 \times 2$ matrices, with $\Omega$ symmetric. In the BEKK model, the conditional covariance matrix is determined by the outer product matrices of the
vector of past interest rate innovations. As long as $\Omega$ is positive definite, the conditional covariance matrix is also positive definite because the other terms in Eq. (4) are expressed in quadratic form. While this model overcomes the positive definiteness problem, it has 11 parameters in the bivariate case — more than the VECH model.

2.5. Asymmetric general dynamic covariance (ADC) model

The ADC model proposed by Kroner and Ng (1998) nests many existing multivariate GARCH models. The conditional covariance specification is given by:

$$H_t = D_t R D_t + \Phi \Theta_t,$$

where * is the Hadamard product operator (element-by-element matrix multiplication), $D_t$ is a diagonal matrix with elements $\sqrt{\theta_{iit}}$, $R = [\rho_{ij}]$ is the correlation matrix, $\Phi = [\phi_{ij}]$ is a matrix of parameters with $\phi_{ii} = 0$ for all $i$, $\Theta_t = [\theta_{ij}]$, and

$$\theta_{ij} = \omega_{ij} + b_j' H_{t-1} b_j + d_i' \epsilon_{t-1} \epsilon_{t-1}' a_j + g_{ii} \eta_{t-1} \eta_{t-1}' g_j, \quad \text{for all } i, j$$

$a_i, b_i, i = 1, 2$, are $2 \times 1$ vectors of parameters, $\omega_{ij}$ are scalars with $\Omega \equiv [\omega_{ij}]$ being a diagonal positive definite $2 \times 2$ matrix, and $\eta_t = [\eta_{1t}, \eta_{2t}]'$ with $\eta_t = \min[\epsilon_{it}, 0]$.

The ADC model combines the CCORR and BEKK models. The first term in Eq. (5) is like the CCORR model but with variance functions given by the BEKK model. The second term in Eq. (5) has zero diagonal elements with the off-diagonal elements given by the BEKK model covariance functions scaled by the $\phi_{ij}$ parameters. This model incorporates asymmetric effects in both variances and covariances, thus extending the approach of Glosten et al. (1993) to a multivariate framework. While the existence of asymmetric volatility effects is well documented, there is not much work on asymmetric effects in covariances.

A symmetric version of the ADC model, named GDC model, can be easily obtained by dropping the last term in Eq. (6). The GDC model nests the other multivariate GARCH models discussed above. The VECH model assumes that $\rho_{ij} = 0$ for all $i \neq j$. The BEKK model has the restrictions $\rho_{ij} = 0$ for all $i \neq j$ and $\phi_{ij} = 1$ for all $i \neq j$. The CCORR model considers $\phi_{ij} = 0$ for all $i \neq j$. Similarly, the ADC model can be reduced to the asymmetric versions of the other multivariate GARCH specifications by imposing the appropriate restrictions, which are obvious extensions of the symmetric models by adding an additional term to the variance—covariance functional form.

---

6 See proposition 1 in Kroner and Ng (1998).

7 The GDC model does not nest exactly the VECH model, but a restricted version of it with restrictions $
 \beta_{ij} = \beta_{ii} \beta_{jj} \text{ and } \alpha_{ij} = \alpha_{ii} \alpha_{jj}.$

8 See proposition 2 in Kroner and Ng (1998).
2.6. ADC-Levels (ADC-L) model

One of the most important features of the short-term interest rate volatility is the level effect, i.e., volatility is a function of the interest rate level. Chan et al. (1992) document this effect using a conditional variance specification where the interest rate level solely drives the evolution of the volatility. They find a volatility sensitivity to the interest rate level very high in excess of the unity. Subsequent work by Brenner et al. (1996) confirms that the level effect exists, but finds it to be considerably smaller (and consistent with a square-root process) when both level and conditional heteroskedasticity effects are allowed in a GARCH framework. Here, we consider a multivariate version of the Brenner et al. (1996) model, which combines a multivariate GARCH model with level effect as well as asymmetric volatility effect.

The ADC model of Kroner and Ng (1998) can be extended to incorporate level effect in the variance–covariance function in the following way,

\[ \theta_{ij} = \omega_{ij} + b_i H_{i-1}^* b_j + a_j \varepsilon_{t-1}^* \varepsilon_{t-1}^* a_j + g_j^* \eta_{t-1}^* \eta_{t-1}^* g_j, \text{ for all } i, j \]  

(7)

where \( \omega_{ii}^* = \omega_{ii} / r_{ii}^{2\gamma_i} \), the diagonal elements of the matrix \( H_{i-1}^* \) are multiplied by the factor \( (r_{ii-1} / r_{ii})^{2\gamma_i} \) for all \( i \), the elements of the vector \( \varepsilon_{t-1}^* \) are divided by \( r_{ii}^{\gamma_i} \) for all \( i \), and the elements of the vector \( \eta_{t-1}^* \) are divided by \( r_{ii}^{\gamma_i} \) for all \( i \). The ADC-Levels model nests the asymmetric versions of the other multivariate GARCH models combined with level effect. The exact form of the conditional variance in the asymmetric VECH model with level effect (A-VECH-Levels model, A-VECH-L) is given by:

\[ h_{ii} = \left[ \omega_{ii} + \beta_{ii} h_{ii-1} r_{ii-1}^{2\gamma_i} + \alpha_{ii} \varepsilon_{t-1}^2 + \gamma_{ii} \eta_{t-1}^2 \right] r_{ii-1}^{2\gamma_i}. \]  

(8)

The CCORR model with both level and asymmetric effects (A-CCORR-Levels, A-CCORR-L) will also have a variance function given by Eq. (8). The symmetric versions of these models are obtained by dropping the last term in the Eq. (7) and referred below as, respectively, GDC-Levels (GDC-L), VECH-Levels (VECH-L) and CCORR-Levels (CCORR-L).

3. Models estimation

3.1. Data description

Our data consist of French and German interbank one-month interest rates (middle rate) obtained from Datastream (codes FFRMM1M and GERMDRM). The interest rates are given in percentage and annualized form. We interpret these rates as proxies for the instantaneous riskless interest rate. The frequency is weekly (every Tuesday). The data cover the period from January 1, 1981 to December 31, 1997, providing 887 observations in total (886 interest rate changes). Table 1 presents summary statistics for the short rate changes and squared changes. The French short
rate was 2.8 percentage points higher on average than the German, and about twice as volatile.

As in most of the literature, we focus on nominal interest rates because defining real interest rates is subject to serious measurement errors. The use of weekly frequency minimizes the discretization bias resulting from estimating a continuous-time process using discrete periods between observations, but avoids the potential microstructure bias that could be caused by daily frequency. On the other hand, the use of a one-month rate maturity proxy for the instantaneous interest rate is unlikely to create a significant proxy bias as shown in Chapman et al. (1999). Finally, we use interbank interest rates instead of Treasury bill yields because of the low liquidity of the Treasury bill secondary market in both Germany and France, in sharp contrast with the high liquidity of the interbank money market. The concern regarding the existence of a default premium in the interbank money market should not be severe since these interest rates result from trades among high-grade banks that are considered almost default-free.

3.2. Parameter estimates

Following standard practices, we estimate the models by maximizing the likelihood function under the assumption of independent and identically distributed
(i.i.d.) innovations. In addition, we assume that the conditional density function of the innovations is given by the normal distribution. Conditional normality of the innovations is often difficult to justify in many empirical applications that use leptokurtic financial data. However, the maximum likelihood estimator based on the normal density has a valid quasi-maximum likelihood (QML) interpretation as shown by Bollerslev and Wooldridge (1992).

Table 2 presents the parameter estimates for the GDC, GDC-Levels and ADC-Levels models. We focus on these because they nest the other models as we have seen above. The estimates provide guidance on two distinct questions. First, which is the best multivariate GARCH specification, i.e., VECH, CCORR, BEKK or GDC model? Second, do we need to extend these multivariate GARCH models, which only include news effects, to also include level and asymmetric effects in the variance—covariance specification in order to model the short rate?

The first question is addressed by comparing the results for the standard multivariate GARCH models with the GDC model. In particular, we checked whether the GDC model could be reduced to one of the other restricted models. For this we tested the restrictions on the parameters $\phi_{12}$ and $\rho_{12}$. The null hypothesis $\rho_{12} = 0$ was rejected at the 5% level. The null hypothesis $\phi_{12} = 1$ was rejected at the 5% level but we could not reject that $\phi_{12} = 0$. These results indicated that the estimated GDC model was statistically different from the VECH and BEKK models. However, one of the restrictions consistent with the CCORR model ($\phi_{12} = 0$) was not rejected. To further investigate the hypothesis of constant correlation, we conducted a log-likelihood ratio test of the CCORR model against the alternative of the GDC model. We clearly rejected the CCORR model because the test statistic was 25.6 ($p$-value $= 0.002$).

Next, we extend the GDC model to accommodate level effect in the variance—covariance process, i.e., there is a positive relation between the interest rate volatility and the interest rate level. The level effect ($\gamma$ parameters) was statistically significant at the 5% level and the results for both countries were consistent with a square-root level effect, although France had lower volatility sensitivity than Germany. Also, the level effect results were consistent across the different multivariate models and likelihood ratio tests overwhelmingly rejected the models without level effect against the alternative of level effect. Another issue related to the introduction of the level effect was that the GDC specification became similar to the other multivariate specifications. In fact, we could not reject the null hypothesis consistent with the VECH-Levels and CCORR-Levels specifications, i.e., $\rho_{12} = 0$ and $\phi_{12} = 0$. Moreover, likelihood ratio tests did not reject these models against the alternative of the GDC-Levels model. Nevertheless, we still rejected the null $\phi_{12} = 1$ which was evidence against the BEKK-Levels model. The level effect evidence is mainly consistent with the univariate results for both countries in Ferreira (2000b), in particular the magnitude of the level effect is similar to the one found using a univariate GARCH-Levels model combining level and news effects.

Another common feature of the volatility process is the existence of asymmetric effects in the variance—covariance dynamics, meaning that positive and negative
innovations have different impact in next period variance—covariance. The results for the ADC-Levels showed no evidence of asymmetric effects, as the associated coefficients were not statistically significant at the 5% level. The evidence regarding the asymmetric volatility effects is consistent with the univariate model’s estimates in Ferreira (2000b).

Table 2
Model parameter estimates of the short rate

<table>
<thead>
<tr>
<th>GDC</th>
<th>Estimate</th>
<th>Std error</th>
<th>GDC-L</th>
<th>Estimate</th>
<th>Std error</th>
<th>ADC-L</th>
<th>Estimate</th>
<th>Std error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_1(X)$</td>
<td>0.1140</td>
<td>1.254</td>
<td>0.3502</td>
<td>1.190</td>
<td>1.2431</td>
<td>0.938</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu_2(X)$</td>
<td>-0.6297</td>
<td>0.953</td>
<td>-0.0502</td>
<td>0.976</td>
<td>-0.6817</td>
<td>0.835</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\kappa_1(X)$</td>
<td>0.0234</td>
<td>0.255</td>
<td>-0.1220</td>
<td>0.210</td>
<td>-0.3353*</td>
<td>0.155</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\kappa_2(X)$</td>
<td>0.1151</td>
<td>0.237</td>
<td>-0.0270</td>
<td>0.207</td>
<td>0.0936</td>
<td>0.153</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_{11}$</td>
<td>0.0293**</td>
<td>0.011</td>
<td>-0.0225*</td>
<td>0.009</td>
<td>-0.0329**</td>
<td>0.012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_{12}$</td>
<td>-0.0362**</td>
<td>0.008</td>
<td>-0.0231</td>
<td>0.039</td>
<td>-0.0339</td>
<td>0.028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_{22}$</td>
<td>0.0000</td>
<td>0.010</td>
<td>-0.0105</td>
<td>0.014</td>
<td>0.0064</td>
<td>0.013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{11}$</td>
<td>0.8223**</td>
<td>0.113</td>
<td>0.2732</td>
<td>0.163</td>
<td>0.4025*</td>
<td>0.188</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{12}$</td>
<td>-0.0067</td>
<td>0.013</td>
<td>-0.0014</td>
<td>0.005</td>
<td>-0.0002</td>
<td>0.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{21}$</td>
<td>0.1492</td>
<td>0.107</td>
<td>0.0363</td>
<td>0.036</td>
<td>0.0123</td>
<td>0.019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{22}$</td>
<td>0.7393**</td>
<td>0.258</td>
<td>0.1503</td>
<td>0.077</td>
<td>0.0998</td>
<td>0.077</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b_{11}$</td>
<td>0.7580**</td>
<td>0.049</td>
<td>-0.7288**</td>
<td>0.085</td>
<td>-0.6430**</td>
<td>0.075</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b_{12}$</td>
<td>-0.0082</td>
<td>0.011</td>
<td>-0.0050</td>
<td>0.005</td>
<td>-0.0028</td>
<td>0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b_{21}$</td>
<td>0.1573*</td>
<td>0.074</td>
<td>0.1992</td>
<td>0.132</td>
<td>0.2986*</td>
<td>0.130</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b_{22}$</td>
<td>0.8273**</td>
<td>0.061</td>
<td>0.8133**</td>
<td>0.041</td>
<td>0.8102**</td>
<td>0.037</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta_{11}$</td>
<td>0.1079</td>
<td>0.110</td>
<td>0.0997</td>
<td>0.099</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta_{12}$</td>
<td>0.0097</td>
<td>0.110</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta_{21}$</td>
<td>-0.1432</td>
<td>0.132</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta_{22}$</td>
<td>-0.0980</td>
<td>0.066</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_{12}$</td>
<td>0.1950**</td>
<td>0.061</td>
<td>0.1045</td>
<td>0.061</td>
<td>0.0484</td>
<td>0.109</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\phi_{12}$</td>
<td>-0.2350</td>
<td>0.201</td>
<td>0.1638</td>
<td>0.172</td>
<td>0.3057</td>
<td>0.234</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.4922*</td>
<td>0.247</td>
<td>0.3325</td>
<td>0.191</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>0.7915*</td>
<td>0.380</td>
<td>0.9160*</td>
<td>0.434</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

log L | 2109.4 | 2163.4 | 2182.1

This table reports the maximum likelihood estimates of following the model, $i = 1$ refers to the French short rate and $i = 2$ refers to the German short rate,

$$r_{it} - r_{it-1} = \mu_i + \kappa_i r_{it-1} + \varepsilon_{it}, \quad E[\varepsilon_{it} | F_{t-1}] = 0, \quad E[\varepsilon_{it} \varepsilon_{jt} | F_{t-1}] = h_{ij},$$

$$H_t = D_t R D_t + \Phi + \Theta_t,$$

where $D_t$ is a diagonal matrix with elements $\sqrt{\theta_{ii}}$, $R = [\rho_{ij}]$ is the correlation matrix, $\Phi = [\phi_{ij}]$ is a matrix of parameters with $\phi_{ii} = 0$ for all $i$, $\Theta_t = [\theta_{ij}]$.

$$\theta_{ij} = \omega_{ij}^* + b_i j H_{i-1} b_j + a_{ij}^* \varepsilon_{i,t-1} \varepsilon_{j,t-1} a_j + g_{ij}^* \eta_{i,t-1} \eta_{j,t-1} g_j, \quad \text{for all } i,j.$$

Std error denotes Bollerslev and Wooldridge (1992) robust standard errors. Log L denotes the value of the log-likelihood function. **Denotes significance at the 1% level, *at the 5% level.
3.3. News impact surfaces

The four standard multivariate GARCH models yield different variance and covariance estimates. To further investigate the differences between the models we use the news impact surfaces proposed by Kroner and Ng (1998), a multivariate extension of the news impact curves of Engle and Ng (1993). The news impact surfaces plot the conditional variance—covariance of each interest rate series against the last period’s shocks of both series, holding the past conditional variance—covariance constant at their unconditional sample mean values.

We found significant differences between the news impact surfaces for the French variance obtained from the four standard multivariate GARCH models. The VECH and CCORR models restrict a country variance to be a function of only its own squared shocks to the interest rate process and, consequently, it does not depend on the other country interest rate shocks (the surface is flat along any line parallel to the other country shock axis). The GDC and BEKK news impact surfaces suggest that the French variance was impacted by German shocks as well as its own shocks. Conversely, the standard multivariate GARCH models yielded similar news impact surfaces for German variance. In addition, the GDC and BEKK models’ news impact surfaces were consistent with French shocks having no significant impact on German variance. With respect to the covariance between French and German short rates, the VECH model news impact surface had a saddle shape. The covariance was small or even negative when past shocks to the French and German short rates were both large and of the same sign, because the coefficient in the cross-product form of the innovations was negative. This conclusion was also consistent with the GDC news impact surface.

Fig. 1 presents the news impact surfaces for the ADC-Levels model, which allows for both level and asymmetric effects. The news impact surface indicates that French variance was affected both by its own news and German news. While French news had a symmetric effect on French variance, on the other hand, the volatility spillover from Germany to France was asymmetric with German negative innovations having a larger positive impact on French variance than positive innovations. Thus, the French variance was specially affected by unexpected decreases in the German interest rates and consequently by increases in bond prices. Panel 2 of Fig. 1 reveals that German variance was unaffected by French shocks, but responded to its own news. Panel 3 shows evidence that the covariance was higher following a negative shock to the German short rate, while it was smaller following a French positive shock.

We can conclude that the alternative multivariate models imply different dynamic behaviors of both variance and covariance, in particular they are distinct in the way they incorporate past shocks. The empirical results confirm that Germany was the leader in terms of monetary policy and that France was the follower, as evidenced by our finding of volatility spillover effects from Germany to France, but not the reverse. With respect to the correlation between interest rates, the evidence indicates that the correlation was higher when German rates decreased, which could be interpreted as France taking advantage of the German central bank credibility in
terms of controlling inflation. On the other hand, correlation was smaller after an interest rate increase in France, which again sustains the low credibility of the French monetary authorities and the high credibility of the German ones.

3.4. Alternative measures of in-sample fit

The models forecasting performance evaluation require an observable proxy for the realized variance and covariance. Andersen and Bollerslev (1998) show that squared daily changes are a noisy estimate of daily realized variance and consequently this may affect the inference regarding the forecast accuracy of the models. They suggest using data sampled more frequently to obtain better estimates of the volatility dynamics, in particular using intraday data to estimate daily realized variance. Thus, we consider the variance of a week’s daily changes multiplied by the
number of trading days in the week as our proxy for realized variance instead of just taking the squared weekly change. This proxy applies the idea in Andersen and Bollerslev (1998) to weekly data, and is a common procedure in studies of volatility (e.g., Schwert, 1989). We also apply the same idea to obtain realized covariance, meaning that the proxy is the covariance between a week’s daily changes of both countries multiplied by the number of trading days in the week. This proxy should be more accurate than simply taking the product of weekly changes of the two countries.

Another model evaluation criterion is forecasting power. Using the in-sample model parameters, we computed one-step ahead variance and covariance forecasts, \( \hat{h}_{ijt}(1) \), for each week \( t \) in our sample and for each model. Table 3 reports the root mean squared prediction error (RMSPE) given by the comparison of the forecasts with our measures of realized volatility.

The standard multivariate GARCH models for France had similar predictive power, with the exception of the GDC model, which had a slightly better performance. When including both the level and asymmetric effect in the GDC model there was an improvement in forecasting accuracy. This model (ADC-Levels) resulted in the lowest RMSPE among all models. The German variance prediction errors indicate that including a level effect in addition to a news effect considerably decreases the forecasting accuracy. The multivariate GARCH models for Germany had similar forecasting power, with the exception of the BEKK model, which generated the lowest RMSPE. In comparison with the univariate GARCH models for France and Germany in Ferreira (2000a), there was not a significant improvement in forecasting accuracy using multivariate models.

In terms of covariance forecasting, the most accurate models were the VECH-type models closely followed by the CCORR-type models. The level and asymmetric effects did not have significant additional forecasting power for the covariance. Finally, the GDC-Levels and CCORR-Levels models were the most accurate in terms of correlation forecasting. While including the level effect had a positive but small impact on forecasting accuracy, on the other hand, the asymmetric volatility effect decreased the forecasting power of the models for correlation.

4. Out-of-sample forecasting criteria

4.1. Methodology

Out-of-sample forecast accuracy provides an additional and more useful comparison of the alternative forecasts; in particular, it is a way to assess the possibility of overfitting due to a large number of parameters. Furthermore, the
The ability to produce useful out-of-sample forecasts is the real test of a model because it uses the same information set available to agents at each point in time. Lopez (1999) and Ederington and Guan (1999) find evidence that in-sample results are not confirmed out-of-sample for several assets and markets.

We use the fixed scheme to estimate the model’s parameter vector \( \theta \). In contrast with the recursive and rolling schemes, which require reestimation of \( \theta \) in each period, the fixed scheme estimates \( \theta \) only once using data, say from 1 to \( R \). The estimate is used to construct \( P \) predictions with time horizon \( \tau \), from period \( R + \tau \) to \( T + \tau \). Data realized subsequent to \( R \) may be used in making these predictions.

We only consider a one-week forecast time horizon, \( \tau = 1 \). The fixed scheme is convenient because it requires less computational time, especially when estimation of the parameters is time consuming, which is the case with multivariate GARCH models. However, the fixed scheme does not use all information available to agents, consequently it may yield suboptimal forecasts when data are not stationary.

However, the evidence in Ferreira (2000a) showed no significant difference between the fixed and the alternative sample schemes in terms of prediction errors and accuracy. We begin our out-of-sample forecasts at approximately the midpoint of the sample (January 2, 1990). Thus, the sample used to estimate model parameters includes 468 observations from January 6, 1981 to December 26, 1989. In our notation, \( R = 468 \), \( P = 418 \), and \( T = 885 \).

Since specific economic loss functions are seldom available, volatility forecast evaluation is typically conducted using a statistical loss function. We use the mean

\[ \text{Table 3} \]

<table>
<thead>
<tr>
<th></th>
<th>French variance</th>
<th>German variance</th>
<th>Covariance</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VECH</td>
<td>1.5522</td>
<td>0.3492</td>
<td>0.0677</td>
<td>0.4552</td>
</tr>
<tr>
<td>CCORR</td>
<td>1.5596</td>
<td>0.3586</td>
<td>0.0698</td>
<td>0.4525</td>
</tr>
<tr>
<td>BEKK</td>
<td>1.5679</td>
<td><strong>0.2625</strong></td>
<td>0.1249</td>
<td>0.4341</td>
</tr>
<tr>
<td>GDC</td>
<td><strong>1.5110</strong></td>
<td>0.3577</td>
<td>0.0715</td>
<td>0.4326</td>
</tr>
<tr>
<td>VECH-L</td>
<td>1.6249</td>
<td>0.6689</td>
<td><strong>0.0675</strong></td>
<td>0.4555</td>
</tr>
<tr>
<td>A-VECH-L</td>
<td>1.8299</td>
<td>0.5455</td>
<td><strong>0.0675</strong></td>
<td>0.4479</td>
</tr>
<tr>
<td>CCORR-L</td>
<td>1.6456</td>
<td>0.7186</td>
<td>0.0762</td>
<td>0.4248</td>
</tr>
<tr>
<td>A-CCORR-L</td>
<td>1.8341</td>
<td>0.5708</td>
<td>0.0775</td>
<td>0.4253</td>
</tr>
<tr>
<td>GDC-L</td>
<td>1.5707</td>
<td>0.8344</td>
<td>0.1003</td>
<td><strong>0.4242</strong></td>
</tr>
<tr>
<td>ADC-L</td>
<td><strong>1.4618</strong></td>
<td>0.7464</td>
<td>0.1230</td>
<td>0.4282</td>
</tr>
</tbody>
</table>

This table reports in-sample root mean squared prediction errors for the interest rates second moments at the one-week horizon. The proxy for the ex post variance is the mean of the squared daily changes of \( r \) multiplied by the number of trading days in the week. The proxy for the ex post covariance is the mean of the product of the daily changes of \( r \) in France and Germany multiplied by the number of trading days in the week. The model’s parameters used to generate the forecasts are estimated using the 1981—1997 sample period. The minimum RMSPE forecast in each column is in bold font and the second smallest is underlined.

10 See West and McCracken (1998) for a more detailed description of the alternative sample schemes to estimate the parameter vector for out-of-sample analysis.

11 The results may vary with the forecast horizon, for example, see West and Cho (1995).
squared prediction error (MSPE).\textsuperscript{12} The use of a statistical loss function requires that we have a proxy for the realized volatility as we have explained in detail in Section 3. The prediction error is computed as the realized covariance (variance) minus the one-step ahead covariance (variance) forecast, \( h_{ijt+1} - \hat{h}_{ijt}(1) \), with \( h_{ijt+1} \) being the realized covariance between \( \varepsilon_{it+1} \) and \( \varepsilon_{jt+1} \) (when \( i = j \), \( h_{ijt+1} \) is the variance of \( \varepsilon_{it+1} \)) and \( \hat{h}_{ijt}(1) \) being the one-step ahead forecast of the covariance (variance when \( i = j \)) between \( \varepsilon_{it+1} \) and \( \varepsilon_{jt+1} \) formulated at time \( t \), according to a model, estimated using past data \( \varepsilon_{is} \), \( s \leq t \).

In addition, to compare the models from a slightly different perspective, we conduct efficiency regression tests by estimating the Mincer–Zarnowitz regression by OLS for each model:

\[
 h_{ijt+1} = b_0 + b_1 \hat{h}_{ijt}(1) + \epsilon_{t+1}. \tag{9}
\]

If the forecasts are unbiased and indeed \( E_t(h_{ijt+1}) = \hat{h}_{ijt}(1) \), we would expect that \( b_0 = 0 \) and \( b_1 = 1 \), and also that \( \epsilon_{t+1} \) is serially uncorrelated.

The inference about out-of-sample forecasts and forecast errors using MSPE and efficiency regression based on the conventional test statistics is not always valid, as shown in West and McCracken (1998). The reason is that the uncertainty caused by the use of an estimate of the parameter vector \( \hat{\theta} \) instead of the (unknown) true \( \theta \) is not necessarily taken into account by the conventional test statistic. The sampling scheme used to estimate \( \theta \) determines the correction required. Under the fixed scheme, for efficiency regression, we need to rescale the least squares variance–covariance by a function \( (\lambda) \) of the number of prediction \( (P) \) and sample size used to estimate parameter vector \( (R) \).\textsuperscript{13} For MSPE we use the conventional standard errors given by a Newey and West (1987) heteroskedasticity and autocorrelation robust covariance–variance matrix. We compare the forecasting accuracy of the alternative forecasts using the methodology proposed in Diebold and Mariano (1995).

4.2. Empirical results

Tables 4 and 5 present out-of-sample RMSPEs and efficiency regression results, respectively, for the forecast dates from January 2, 1990 through December 30, 1997. The out-of-sample results for France confirm the in-sample results that most multivariate GARCH models had similar forecasting power, which is shown by the Diebold and Mariano (1995) test results. In addition, the best model was the A-VECH-Levels, closely followed by the CCORR-Levels and A-CCORR models, which contrasted with the in-sample results where the best model was the ADC-Levels model. Models not including volatility spillover, VECH and CCORR models, outperformed the remaining models including volatility spillover. Thus, for France it

\textsuperscript{12} For example, see West and Cho (1995).

\textsuperscript{13} For the fixed scheme the conventional standard errors are too small and consequently we have too many rejections. The correct standard errors can be obtained by multiplying the conventional ones by \( \sqrt{\lambda} = \sqrt{1 + P/R} = 1.3759 \).
Table 4
Out-of-sample RMSPE

<table>
<thead>
<tr>
<th></th>
<th>French variance</th>
<th></th>
<th>German variance</th>
<th></th>
<th>Covariance</th>
<th></th>
<th>Correlation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSPE</td>
<td>DM test</td>
<td>RMSPE</td>
<td>DM test</td>
<td>RMSPE</td>
<td>DM test</td>
<td>RMSPE</td>
<td>DM test</td>
</tr>
<tr>
<td>VECH</td>
<td>1.8268 (0.665)</td>
<td>1.128 [0.259]</td>
<td>0.0923 (0.019)</td>
<td>1.998 [0.046]</td>
<td>0.0455 (0.010)</td>
<td>1.366 [0.172]</td>
<td>0.4314 (0.015)</td>
<td>1.829 [0.067]</td>
</tr>
<tr>
<td>CCORR</td>
<td>1.8050 (0.547)</td>
<td>1.172 [0.241]</td>
<td>0.0817 (0.011)</td>
<td>3.352 [0.000]</td>
<td>0.0379 (0.008)</td>
<td>2.307 [0.021]</td>
<td>0.4247 (0.015)</td>
<td>1.209 [0.227]</td>
</tr>
<tr>
<td>BEKK</td>
<td>1.9135 (0.617)</td>
<td>0.935 [0.350]</td>
<td>0.2021 (0.019)</td>
<td>5.060 [0.000]</td>
<td>0.1213 (0.014)</td>
<td>4.015 [0.000]</td>
<td>0.4845 (0.018)</td>
<td>4.215 [0.000]</td>
</tr>
<tr>
<td>GDC</td>
<td>1.8285 (0.597)</td>
<td>0.871 [0.384]</td>
<td>0.0953 (0.011)</td>
<td>4.089 [0.000]</td>
<td>0.0647 (0.009)</td>
<td>3.073 [0.002]</td>
<td>0.4597 (0.016)</td>
<td>4.374 [0.000]</td>
</tr>
<tr>
<td>VECH-L</td>
<td>1.6044 (0.556)</td>
<td>0.857 [0.391]</td>
<td>0.0849 (0.011)</td>
<td>3.403 [0.000]</td>
<td>0.0400 (0.009)</td>
<td>1.139 [0.255]</td>
<td>0.4278 (0.015)</td>
<td>1.407 [0.160]</td>
</tr>
<tr>
<td>A-VECH-L</td>
<td>1.5568 (0.548)</td>
<td>0.282 [0.778]</td>
<td>0.1082 (0.025)</td>
<td>1.860 [0.063]</td>
<td>0.0411 (0.008)</td>
<td>1.841 [0.066]</td>
<td>0.5087 (0.019)</td>
<td>5.025 [0.000]</td>
</tr>
<tr>
<td>CCORR-L</td>
<td>1.5598 (0.565)</td>
<td>0.511 [0.609]</td>
<td>0.0804 (0.007)</td>
<td>7.331 [0.000]</td>
<td>0.0354 (0.009)</td>
<td>1.849 [0.064]</td>
<td>0.4210 (0.014)</td>
<td></td>
</tr>
<tr>
<td>A-CCORR-L</td>
<td>1.5598 (0.548)</td>
<td>0.317 [0.751]</td>
<td>0.1115 (0.026)</td>
<td>1.851 [0.064]</td>
<td>0.0352 (0.009)</td>
<td></td>
<td>0.4212 (0.014)</td>
<td>0.479 [0.632]</td>
</tr>
<tr>
<td>GDC-L</td>
<td>1.7674 (0.567)</td>
<td>0.891 [0.373]</td>
<td>0.1952 (0.033)</td>
<td>2.769 [0.006]</td>
<td>0.1011 (0.027)</td>
<td>1.730 [0.084]</td>
<td>0.4236 (0.015)</td>
<td>0.703 [0.482]</td>
</tr>
<tr>
<td>ADC-L</td>
<td>1.8155 (0.574)</td>
<td>0.940 [0.347]</td>
<td>0.2186 (0.056)</td>
<td>1.859 [0.063]</td>
<td>0.1830 (0.054)</td>
<td>1.638 [0.101]</td>
<td>0.4398 (0.016)</td>
<td>2.718 [0.007]</td>
</tr>
<tr>
<td>Equal</td>
<td>1.9820 (0.762)</td>
<td>1.012 [0.311]</td>
<td>0.0445 (0.013)</td>
<td>0.380 [0.704]</td>
<td>0.0382 (0.010)</td>
<td>1.068 [0.285]</td>
<td>0.4241 (0.015)</td>
<td>0.874 [0.382]</td>
</tr>
<tr>
<td>Exponential</td>
<td>1.5323 (0.600)</td>
<td>0.0442 (0.013)</td>
<td>0.0542 (0.020)</td>
<td>1.028 [0.304]</td>
<td>0.4260 (0.015)</td>
<td>1.571 [0.116]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This table reports out-of-sample root mean squared prediction errors for the interest rates second moments at the one-week horizon. The proxy for the ex post variance is the mean of the squared daily changes of \( r \) multiplied by the number of trading days in the week. The proxy for the ex post covariance is the mean of the product of the daily changes of \( r \) in France and Germany multiplied by the number of trading days in the week. The model’s parameters are estimated using the fixed scheme and the 1981—1989 period. The minimum RMSPE forecast in each column is in bold font and the second smallest is underlined. The standard errors are corrected for the uncertainty about the model’s parameter vector as described in West and McCracken (1998). DM denotes the Diebold and Mariano (1995) test statistic on the null hypothesis of no difference in the accuracy of the forecast and the minimizing forecast with \( p \)-values in brackets.
Table 5
Out-of-sample efficiency regressions

<table>
<thead>
<tr>
<th></th>
<th>French variance</th>
<th>German variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$b_0$</td>
<td>$b_1$</td>
</tr>
<tr>
<td>VECH</td>
<td>0.0364 (0.145)</td>
<td>0.9429 (0.695)</td>
</tr>
<tr>
<td>CCORR</td>
<td>0.0304 (0.147)</td>
<td>0.9363 (0.674)</td>
</tr>
<tr>
<td>BEKK</td>
<td>0.0293 (0.150)</td>
<td>2.1052 (1.580)</td>
</tr>
<tr>
<td>GDC</td>
<td>-0.0724 (0.175)</td>
<td>2.8382 (1.671)</td>
</tr>
<tr>
<td>VECH-L</td>
<td>0.0571 (0.108)</td>
<td>1.1487 (0.513)</td>
</tr>
<tr>
<td>A-VECH-L</td>
<td>0.0892 (0.094)</td>
<td>0.7769 (0.239)</td>
</tr>
<tr>
<td>CORR</td>
<td>0.0727 (0.099)</td>
<td>1.1551 (0.419)</td>
</tr>
<tr>
<td>A-CORR-L</td>
<td>0.0885 (0.095)</td>
<td>0.7757 (0.242)</td>
</tr>
<tr>
<td>GDC-L</td>
<td>-0.0195 (0.160)</td>
<td>1.3933 (0.924)</td>
</tr>
<tr>
<td>ADC-L</td>
<td>0.0114 (0.154)</td>
<td>1.2634 (0.929)</td>
</tr>
<tr>
<td>Equal</td>
<td>0.1610 (0.098)</td>
<td>0.5723 (0.214)</td>
</tr>
<tr>
<td>Exponential</td>
<td>-0.0204 (0.064)</td>
<td>1.1177 (0.176)</td>
</tr>
</tbody>
</table>

This table shows results of the out-of-sample efficiency regression $h_{ijt}^2 = b_0 + b_1 h_{ij}^2(1) + \varepsilon_t$ for the interest rates second moments at the one-week horizon. The proxy for the ex post variance is the mean of the squared daily changes of $r$ multiplied by the number of trading days in the week. The proxy for the ex post covariance is the mean of the product of the daily changes of $r$ in France and Germany multiplied by the number of trading days in the week. The model’s parameters are estimated using the fixed scheme and the 1981–1989 period. Heteroskedasticity and autocorrelation consistent asymptotic Newey and West (1987) standard errors for $b_0$ and $b_1$ are in parentheses. The standard errors are corrected for the uncertainty about the model’s parameter vector as shown in West and McCracken (1998). $\chi^2(2)$ is the test of $H_0: b_0 = 0, b_1 = 1$, with asymptotic $p$-values in brackets.
was more important to include level and asymmetric effects than volatility spillover because the latter did not have additional out-of-sample prediction power. In summary, the best univariate model for the French variance was a GARCH with level and asymmetric effects (GJR-Levels model)\textsuperscript{14} and the best multivariate covariance model was the VECH model with also level and asymmetric effects (A-VECH-Levels model). This conclusion is not consistent with the in-sample results, which pointed toward a more general model like the ADC-Levels model.

The out-of-sample results for Germany were different from the ones for France along several lines. First, the out-of-sample prediction errors were smaller than the corresponding within-sample prediction errors. Second, the prediction errors were significantly smaller than the ones for France. Third, the model’s forecasts were biased estimates of realized volatility with all models overpredicting realized volatility. Fourth, the models allowing for an asymmetric volatility effect performed poorly compared to symmetric volatility models. This confirmed that there was no significant asymmetric volatility effect for Germany.

The best models for Germany were the CCORR-Levels and VECH-Levels models with both models including level effect as well as news effect. The VECH and CCORR specifications are more restrictive than the GDC specification; in particular, they do not allow volatility spillovers. The out-of-sample results for Germany also showed that the only feature that distinguished the models in terms of forecasting accuracy was the existence of volatility spillovers. Similarly to France, the models not including the volatility spillover, the VECH and CCORR models, outperformed the models including volatility spillover. Thus, for Germany it was more important to include level effect than volatility spillover, and the latter did not have additional out-of-sample prediction power. This was especially true when volatility spillovers were combined with level effect, which led to severe overfitting (see the results for the GDC-Levels and ADC-Levels models). In summary, the best univariate variance model for Germany was a GARCH with level effect (GARCH-Levels model) and the best multivariate covariance models were the VECH and CCORR models, also with level effect (VECH-Levels and CCORR-Levels models, respectively). However, the news effect is more important than the level effect for out-of-sample forecasting in both a univariate and multivariate framework. These conclusions are not consistent with the in-sample results, which supported a more general model.

Table 4 also shows evidence on the out-of-sample accuracy for forecasting covariance and correlation. In contrast with the in-sample evidence, the results indicate that a model with constant correlation outperformed the alternative models and that models without volatility spillover (VECH and CCORR) had better forecasting accuracy for covariance. Adding the level effect to the multivariate GARCH models slightly improved the accuracy. In contrast, including the asymmetric effect did not sharpen forecasts. The CCORR-Levels, A-CCORR-Levels and VECH-Levels models were the only models that generated unbiased

\textsuperscript{14} This result is in Ferreira (2000a) using the fixed sample scheme and under a squared loss function.
forecasts. The out-of-sample results for the correlation are consistent with the results for covariance.

We also compare the model’s out-of-sample results to the equally-weighted and exponentially-weighted sample variances, covariance and correlation forecasts using information up to the forecasting week. The equally-weighted sample covariance uses 26 weeks of observations up to the forecasting week (minimum RMSPE among 26, 52 and all observations up to forecast date) and is given by

\[ \hat{\sigma}_{ijt} = \frac{1}{26} \sum_{s=0}^{25} \varepsilon_{i,t-s} \varepsilon_{j,t-s} \]

The exponentially-weighted sample covariance assigns more weight to recent observations than to older ones and is given by

\[ \hat{\sigma}_{ijt} = \left( \sum_{s=0}^{t-1} w^s \right)^{-1} \left( \sum_{s=0}^{t-1} w^s \varepsilon_{i,t-s} \varepsilon_{j,t-s} \right) \]

where \( w \) is the weight factor (decay rate) with \( 0 < w \leq 1 \).

The estimated mean weight factor\(^{15} \) for the sample covariance was 0.9508 (mean lag is 20.3 weeks), which is similar to the one commonly used in the JP Morgan’s RiskMetrics (0.94 for daily frequency and 0.97 for monthly frequency). For the correlation, the average of the estimated weight factor was 0.9828, which is consistent with a higher degree of persistence in the correlation dynamics. The average weight factor for the variances across our sample was 0.764 and 0.942 for France and Germany, respectively. Our weight factor for France is quite distinct from the one commonly used in the JP Morgan’s RiskMetrics. Also, the French weight factor is consistent with the lower degree of persistence in the French volatility process found in the model’s estimates of the spot interest rate volatility (see Ferreira, 2000b). The exponentially-weighted sample variance presented similar forecasting power to the best model for France, but for Germany outperformed the best models. In fact, in the case of the German variance, we only did not reject the null hypothesis at the 5% level of similar forecasting accuracy relative to the exponentially-weighted sample variance, using the Diebold and Mariano (1995) test statistic, for three of the multivariate covariance models (A-VECH-L, A-CCORR-L and ADC-L). In terms of forecasting covariance and correlation, the equally-weighted estimate was better than the exponential, but presented slightly worse forecasting power than the best covariance models.

Overall, the out-of-sample results show evidence that some of the features required to obtain good in-sample performance do not have additional out-of-sample forecasting power. They overfit the data. In particular, there is no significant improvement in forecasting power when we allow for volatility spillover and time-varying correlation. In addition, there is no significant improvement in accuracy for the German variance of including level and asymmetric effects.

\(^{15} \) For each forecast, we estimate \( w \) by minimizing the RMSPE for predetermined data in the 52 weeks prior to the forecasting week. For each week \( t \), given a trial value for \( w \), we compute the volatility forecast for each of the 52 weeks up to date \( t \), i.e., week \( t - 51, t - 50, \ldots, t \), with all available data prior to the beginning of each of those weeks, i.e., week \( t - 52, t - 51, \ldots, t - 1 \), respectively. This produces 52 forecasts and forecast errors from which RMSPE is computed. Next, we search over values for \( w \) to find the value that minimizes the RMSPE criterion. This \( w \) is then used on week \( t + 1 \) to calculate an exponentially-weighted volatility forecast for week \( t + 1 \).
5. Economic criteria

Obtaining a correct estimate for the time-varying variance–covariance matrix is important for a wide variety of applications. Here, we apply our variance–covariance matrix estimates to three types of economic applications in portfolio selection, hedging and risk management.

First, we consider the problem of calculating the optimal portfolio allocation between the French (\(i = 1\)) and German (\(i = 2\)) interest rate sensitive claims. The problem consists of estimating the risk-minimizing portfolio weight, which is given by

\[
x_{1t} = \frac{h_{22t} - h_{12t}}{h_{11t} - 2h_{12t} + h_{22t}},
\]

where \(x_{1t}\) denotes the French portfolio weight at time \(t\) (\(x_{2t} = 1 - x_{1t}\) denotes the German portfolio weight). Panel A of Table 6 presents summary statistics of the in-sample estimated optimal French portfolio weights for the alternative covariance models. The average optimal weights were similar across models, with the averages

<table>
<thead>
<tr>
<th>Panel A: Optimal portfolio holdings</th>
<th>Mean</th>
<th>Std dev</th>
<th>Minimum</th>
<th>Maximum</th>
<th>25th Percentile</th>
<th>Median</th>
<th>75th Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>VECH</td>
<td>0.3789</td>
<td>0.2682</td>
<td>0.9721</td>
<td>1.0370</td>
<td>0.3482</td>
<td>0.5826</td>
<td></td>
</tr>
<tr>
<td>CCORR</td>
<td>0.3786</td>
<td>0.2755</td>
<td>0.9946</td>
<td>1.0306</td>
<td>0.3553</td>
<td>0.5774</td>
<td></td>
</tr>
<tr>
<td>BEKK</td>
<td>0.3801</td>
<td>0.2890</td>
<td>2.1522</td>
<td>2.1487</td>
<td>0.3806</td>
<td>0.5638</td>
<td></td>
</tr>
<tr>
<td>GDC</td>
<td>0.3794</td>
<td>0.2618</td>
<td>0.9443</td>
<td>1.0000</td>
<td>0.3777</td>
<td>0.5871</td>
<td></td>
</tr>
<tr>
<td>VECH-L</td>
<td>0.3624</td>
<td>0.2357</td>
<td>0.9814</td>
<td>0.9814</td>
<td>0.3526</td>
<td>0.5282</td>
<td></td>
</tr>
<tr>
<td>CCORR-L</td>
<td>0.3525</td>
<td>0.2239</td>
<td>0.9650</td>
<td>0.9715</td>
<td>0.3425</td>
<td>0.4752</td>
<td></td>
</tr>
<tr>
<td>BEKK-L</td>
<td>0.3601</td>
<td>0.2452</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.3617</td>
<td>0.5186</td>
<td></td>
</tr>
<tr>
<td>GDC-L</td>
<td>0.3591</td>
<td>0.2385</td>
<td>0.9922</td>
<td>0.9922</td>
<td>0.3645</td>
<td>0.4959</td>
<td></td>
</tr>
<tr>
<td>VECH-L</td>
<td>0.3561</td>
<td>0.2363</td>
<td>0.9644</td>
<td>0.9736</td>
<td>0.3654</td>
<td>0.5246</td>
<td></td>
</tr>
<tr>
<td>CCORR-L</td>
<td>0.3563</td>
<td>0.2094</td>
<td>0.9123</td>
<td>1.0230</td>
<td>0.3890</td>
<td>0.5032</td>
<td></td>
</tr>
</tbody>
</table>

Panel A reports statistics on the in-sample estimated series of optimal portfolio holdings for France which is given by \(x_{1t} = (h_{22t} - h_{12t})/(h_{11t} - 2h_{12t} + h_{22t})\). Panel B gives statistics on the in-sample estimated series of risk-minimizing hedge ratio which is given by \(\hat{\beta}_r = h_{12t}/(h_{22t}S_t)\).
ranging from 0.3525 (A-VECH-Levels model) to 0.3801 (BEKK model). However, there were significant differences across models in terms of optimal weight dispersion, which were most evident in the standard deviation and maximum—minimum range. Moreover, when we included level and asymmetric effects in the variance—covariance specification, there was a tendency to obtain a smaller average portfolio weight and a reduction in the standard deviation of the estimated weight.

Second, we consider the problem of estimating a dynamic risk-minimizing hedge ratio for use in a cross-country interest rate spread strategy. To minimize the risk of a portfolio that is long 1 French franc (FRF) in the French money market, an investor should short $\beta$ Deutschemark (DEM) in the German money market,

$$\beta_t = \frac{1}{S_t} \frac{h_{12t}}{h_{22t}},$$

where $S_t$ denotes the DEM/FRF spot foreign exchange rate at date $t$. Panel B of Table 6 shows summary statistics of the in-sample estimated hedge ratios for the alternative covariance models. The average hedge ratios were quite different across models, with the averages ranging from 0.0361 (BEKK model) to 0.1060 (GDC model). The estimated hedge ratio series standard deviation and maximum—minimum range also differed significantly across models. The estimated hedge ratio was also significantly changed by the introduction of a level effect which seemed to lower the average hedge ratio. Conversely, the asymmetric volatility effects had no significant impact on the estimated hedge ratio. Thus, we should pay attention to model selection for the purpose of estimating hedge ratios.

The third application consists of evaluating the variance—covariance matrix estimates for calculating Value at Risk (VaR). Many different methods are used to estimate VaR, including historical simulation, Monte Carlo, nonparametric quantiles regressions, and delta-normal (RiskMetrics). It is not our goal to see which is the best method but only to compare our models in terms of generating accurate VaR estimates. Thus, we estimate VaR using the delta-normal method, which assumes conditional normality of returns. For a portfolio with $x_1$ invested in the asset 1 (French interest rate) and $x_2 = 1 - x_1$ invested in asset 2 (German interest rate), the VaR estimate at time $t$ under the conditional normality assumption with $(1 - \alpha)\%$ confidence level and a one-week time horizon, is given by

$$\text{VaR}_t = -z_\alpha \sqrt{x_1^2 \hat{h}_{11t} + x_2^2 \hat{h}_{22t} + 2x_1x_2 \hat{h}_{12t}},$$

where $z_\alpha$ is the standardized normal cumulative probability distribution. For testing purposes we define an indicator variable named Hit in the following way,

$$\text{Hit}_t = I(x_1 \Delta r_{1t} + x_2 \Delta r_{2t} < \text{VaR}_t)$$

16 This speculation strategy tries to make a profit from an expectation about the evolution of the interest rate spread between two countries, in this case the interest rate spread between France and Germany.
where $I(\cdot)$ is an indicator variable. If the model calculates VaR correctly, the series of the Hit variable should be unpredictable based on the past data, uncorrelated over time and have expected value equal to the desired significance level. We use the Dynamic Quantile (DQ) test proposed by Engle and Manganelli (1999), which is a Wald test of the hypothesis that all coefficients as well as the intercept are zero in a regression of the Hit variable on its past values (we use four lags) and on current VaR. A good model should produce a sequence of unbiased and uncorrelated Hit variable, so that the explanatory power of this regression should be zero.

The in-sample statistics on the estimated VaR and Hit variable are presented in Table 7. The model selection had some impact in terms of estimated VaR. The average VaR ranged from 0.3356 (BEKK) to 0.3638 (CCORR model) at the 5% level. The level and asymmetric effects tended to decrease the average VaR estimate and increase the standard deviation. The Hit rates (average of the Hit variable) were reasonably close to the target 5% level, although they tended to be slightly smaller on average, which indicated that the models were overestimating VaR. Conversely, at the 1% level, the Hit rates deviated more from the target and tended to be too large on average. This indicated that the short rate changes were too fat-tailed to be consistent with conditional normality. Looking at the autocorrelation of the Hit variable ($p$-value of the DQ test), we could see that the best performing models in relative terms were the GDC-type models followed by the CCORR models. The level and asymmetric effects did not improve the model performance in terms of DQ test. Nevertheless, we did not reject the null hypothesis that the VaR estimates had the desirable properties at the 5% level for any model, except for the BEKK model. In contrast, at the 1% level, only four models (VECH, CCORR, GDC and ADC-Levels) generated accurate VaR estimates. The out-of-sample VaR results were qualitatively similar to the in-sample results. The most important differences were the worse performance of the CCORR and GDC models without the level effect and the better performance of the models with level effect, in particular at the 1% level.

6. Exchange rate volatility information

Our sample period includes the turmoil in the ERM in 1992–1993, when the French franc was under very strong speculative attacks in the foreign exchange market. During this period of high exchange rate volatility, the French central bank often used monetary policy as an instrument to fight against speculators. Thus, there are reasons to believe that the DEM/FRF spot exchange rate contains useful information about the variance–covariance of interest rates and that there would be additional forecasting power when extending the multivariate GARCH models to include the spot foreign exchange rate.

The data consist of DEM/FRF spot exchange rate, $S_t$, obtained from the Federal Reserve Board of Governors. The sample period and frequency coincide with our

---

17 These results are in an Appendix that is available on request.
interest rate data. The logarithmic rate of return over our sample period presented an unconditional average of 0.0417% with a standard deviation of 0.4793%. We extend our bivariate model of interest rates to include the DEM/FRF rate of return as an additional explanatory variable. We also allow for asymmetric volatility effects in the exchange rate variance-covariance specification but we do not consider a level effect, which is specific to the interest rate series. The model for the logarithmic rate of return is given by,

$$\ln S_t - \ln S_{t-1} = \mu + \varepsilon_{3t}, \quad E[\varepsilon_{3t}|\mathcal{F}_{t-1}] = 0, \quad E[\varepsilon_{3t}\varepsilon_{j\mu} |\mathcal{F}_{t-1}] \equiv h_{3\mu}, \quad \text{for } j = 1, 2, 3.$$  

Table 8 presents the in-sample forecasting power of the multivariate models including interest rates and exchange rate data. For most models there was an improvement in forecasting accuracy in terms of variance, more significant for Germany than France. This might be the result of the exchange rate having no significant additional information for the French variance because most of the dynamics in the French interest rates was due to the exchange rate against the Deutschemark. Conversely, the exchange rate had a significant additional forecasting power for German variance, indicating that news to the exchange rate market might not have a direct impact on German interest rates. This is indirect evidence that the German exchange rate policy was not completely determined by the monetary policy (and vice versa) and that the French monetary policy was completely determined by exchange rate behavior. Thus, there is no evidence that the exchange rate contained additional information about future covariance between French and German interest rates. Out-of-sample results not shown here present a similar pattern.
Table 8
In-sample RMSPE with exchange rate information

<table>
<thead>
<tr>
<th></th>
<th>French variance</th>
<th>German variance</th>
<th>Covariance</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VECH</td>
<td>1.5549</td>
<td>0.3422</td>
<td>0.0686</td>
<td>0.4544</td>
</tr>
<tr>
<td>CCORR</td>
<td>1.5601</td>
<td><strong>0.1914</strong></td>
<td>0.0686</td>
<td><strong>0.4238</strong></td>
</tr>
<tr>
<td>BEKK</td>
<td><strong>1.4085</strong></td>
<td>0.2510</td>
<td>0.1953</td>
<td>0.4999</td>
</tr>
<tr>
<td>GDC</td>
<td>1.4928</td>
<td>0.3894</td>
<td>0.0708</td>
<td>0.4334</td>
</tr>
<tr>
<td>VECH-L</td>
<td>1.6404</td>
<td>0.6891</td>
<td><strong>0.0676</strong></td>
<td>0.4460</td>
</tr>
<tr>
<td>A-VECH-L</td>
<td>1.6201</td>
<td>1.5112</td>
<td>0.0912</td>
<td>0.4613</td>
</tr>
<tr>
<td>CCORR-L</td>
<td>1.7086</td>
<td>0.6746</td>
<td>0.0767</td>
<td>0.4251</td>
</tr>
<tr>
<td>A-CCORR-L</td>
<td>1.9354</td>
<td>0.5470</td>
<td>0.0781</td>
<td>0.4257</td>
</tr>
<tr>
<td>GDC-L</td>
<td>1.5878</td>
<td>0.3127</td>
<td>0.0717</td>
<td>0.4283</td>
</tr>
<tr>
<td>ADC-L</td>
<td><strong>1.4509</strong></td>
<td>0.3022</td>
<td>0.1230</td>
<td>0.4298</td>
</tr>
</tbody>
</table>

This table reports in-sample root mean squared prediction errors for the interest rates second moments at the one-week horizon. The proxy for the ex post variance is the mean of the squared daily changes of \( r \) multiplied by the number of trading days in the week. The proxy for the ex post covariance is the mean of the product of the daily changes of \( r \) in France and Germany multiplied by the number of trading days in the week. The minimum RMSPE forecast in each column is in bold font and the second smallest is underlined. The multivariate covariance models’ parameters used to generate the forecasts are estimated using the 1981–1997 sample period and including as an additional dependent variable the logarithmic weekly exchange rate returns given by the cross-rate DEM/FRF. The model for the exchange rate is the following:

\[
\ln S_t - \ln S_{t-1} = \mu_3 + \epsilon_3, \quad E[\epsilon_3|\mathcal{F}_{t-1}] = 0, \quad E[\epsilon_3 \epsilon_j|\mathcal{F}_{t-1}] \equiv h_{3j}, \quad \text{for } j = 1, 2, 3
\]

where \( S_t \) denotes the DEM/FRF spot exchange rate on week \( t \). The conditional variance–covariance equation involving the exchange rate is defined similarly to the interest rates equations, with the exception that we impose the restriction that there is no level effect for the exchange rate, \( \gamma_3 = 0 \).

7. Conclusion

Multivariate models allow us to estimate the whole variance–covariance matrix. Few studies have examined both variance and covariance dynamics, in particular the existence of asymmetric effect and volatility spillover and their economic implications. This paper adds evidence on this issue by comparing alternative multivariate GARCH models and also the asymmetric general dynamic covariance (ADC) specification proposed by Kroner and Ng (1998) that nests the most common models. We extend the ADC model to accommodate level effect in the variance–covariance specification, which is a well-known feature of the interest rate volatility dynamics.

We apply the dynamic variance–covariance matrix model to weekly short-term spot interest rates in France and Germany during the pre-euro period to study their comovements. The models’ estimates show that the GDC model is different from the alternative specifications, although when including level and asymmetric effects it is not statistically different from the Vech and constant correlation (CCORR) specifications. Our results confirm the usual statement that Germany was the leader in terms of monetary policy in Europe. That is, French variance is affected by its own news and German news, but German variance is unaffected by French shocks and
only responds to its own news. In addition, the covariance between French and German interest rates is higher following a negative shock to the German interest rate, while it is smaller following a positive shock to the French interest rate process.

The best performing models in-sample are not, in general, the best out-of-sample and including volatility spillover effects does not increase the out-of-sample forecasting power. The best out-of-sample model for France is the A-VECH-Levels model including level and asymmetric effects as well as news effect, but no volatility spillover. For the German variance, the best models are the CCORR-Levels and VECH-Levels, which are also the best models for forecasting the covariance between French and German interest rates. The model selection is of particular importance for calculating hedge ratios and Value at Risk. Including exchange rate information improves the forecasting accuracy for variance, especially for Germany, but does not improve the power for forecasting covariance.
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