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Abstract

We consider various mixed data sampling (MIDAS) regressions to predict volatility. The regressions differ in the specification of regressors (squared returns, absolute returns, realized volatility, realized power, and return ranges), in the use of daily or intra-daily (5-min) data, and in the length of the past history included in the forecasts. The MIDAS framework allows us to compare regressions across all these dimensions in a very tightly parameterized fashion. Using equity return data, we find that daily realized power (involving 5-min absolute returns) is the best predictor of future volatility (measured by increments in quadratic variation) and outperforms models based on realized volatility (i.e. past increments in quadratic variation). Surprisingly, the direct use of high-frequency (5 min) data does not improve volatility predictions. Finally, daily lags of 1–2 months are sufficient to capture the persistence in volatility. These findings hold both in- and out-of-sample.
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0. Introduction

The conditional volatility literature, starting with Engle’s (1982) ARCH-class of models, has been successful at capturing the dynamics of return variance using simple parametric models. A measure of that success is the widespread use of such models in all areas of finance by academics and practitioners alike. And while most researchers would agree that it is important to have a good prediction model of conditional volatility, the question of what model to use is still unsettled.

When it comes to forecasting volatility, there are many existing models in addition to the benchmark ARCH/GARCH models of Engle (1982) and Bollerslev (1986) which cast future variance as a polynomial of past squared returns, i.e., $\sigma^2_{t+1|i} = A(L)r^2_t$. One alternative is to look for variables, other than squared returns, that relate to future volatility. Ding et al. (1993) and several others show that low-frequency components of volatility might be better captured by absolute returns instead of squared returns. Also, Alizadeh et al. (2002) and Gallant et al. (1999) find daily ranges (high–low price ranges) to be good predictors of volatility. Another rapidly growing research area focuses on data-driven models of realized volatility computed from intra-daily returns sampled at very short intervals such as 5 min (Andersen and Bollerslev, 1998). All these models suggest a variety of possible ways to forecast volatility. Hence, it seems natural to ask whether some of the suggested predictors are clearly dominated by others and whether there are real benefits from using high-frequency data. These questions have proven difficult to answer because the models considered are so different in terms of regressors, sampling frequencies, parameterizations, and return histories, that it is difficult to directly compare them.

We use mixed data sampling (henceforth MIDAS) regressions introduced in Ghysels et al. (2002a,b) to provide answers to these questions. MIDAS regressions allow us to run parsimoniously parameterized regressions of data observed at different frequencies. There are several advantages of using MIDAS regressions. They allow us to study, in a unified framework, the forecasting performance of a large class of volatility models which involve: (i) data sampled at different frequencies; (ii) various past data window lengths; and (iii) different regressors. The specification of the regressions combine recent developments regarding estimation of volatility and a not so recent literature on distributed lag models. We focus on predicting future conditional variance, measured as increments in quadratic variation (or its log transformation) from 1 week to 1 month horizons.

---

2High-frequency data also suffer from microstructure artifacts, such as bid-ask bounce (Roll, 1984), screen fighting, jumps, and irregular or missing data, all of which can lead to biases in the volatility estimates. The impact of microstructure noise on realized variance has been recently studied by Aït-Sahalia et al. (2003), Hansen and Lunde (2004), Bandi and Russell (2003), Zhang et al. (2003), among others.
3See e.g. Dhrymes (1971) and Sims (1974) for surveys on distributed lag models. Many econometrics textbooks also cover the topic, see e.g. Greene (2000, Chapter 17), Judge et al. (1985, Chapters 9 and 10), Stock and Watson (2003, Chapter 13) Wooldridge (1999, Chapter 18), among others.
because these are the horizons that are most widely used for option pricing, portfolio management, and hedging applications.

First, we use MIDAS regressions to examine whether future volatility is well predicted by past daily squared returns, absolute daily returns, realized daily volatility, realized daily power (sum of intra-daily absolute returns, a measure proposed by Barndorff-Nielsen and Shephard (2003b, 2004)), and daily range. Since all of the regressors are used within a framework with the same number of parameters and the same maximum number of lags, the results from MIDAS regressions are directly comparable. Hence, the MIDAS setup allows us to determine if one of the regressors dominates others. We find that, for the Dow Jones Index and six individual stock return series, the realized power clearly dominates all other daily predictors of volatility at all horizons. Importantly, the predictive content of the realized power is evident not only from in-sample goodness of fit measures, but also from out-of-sample forecasts. The daily range is also a good predictor in the sense that it dominates squared and absolute daily returns. Our method is a significant departure from the usual autoregressive model building approach embedded in the ARCH literature and its recent extensions such as high-frequency data-based approaches. A comparison of the MIDAS regressions with purely autoregressive volatility models reveals that the MIDAS forecasts are better at forecasting future realized volatility in- and out-of-sample.

Second, the weights in the MIDAS regressions are parameterized by a flexible function. In our MIDAS framework, the shape of the weight function is determined by two parameters that are estimated from the data. Hence, the weight profile on the lagged predictors is captured by the shape of the function, whose parameters are estimated from the data with no additional pre-testing or lag-selection procedures. We find that daily lags longer than about 50 days do not help (nor hurt) the forecasts, for any of the regressors.

Third, mixed data sampling regressions allow us to directly project future realized volatility onto high-frequency (say 5-min) squared and absolute returns without daily pre-filtering and without increasing the number of parameters. Hence, we are able to analyze if there are real benefits from directly using high-frequency data in volatility forecasting. Surprisingly, we find that forecasts using high-frequency data directly do not outperform those that use daily regressors (although the daily regressors are themselves obtained through the aggregation of high-frequency data). It must be noted that none of these results are driven by overfitting or parameter proliferation. Indeed, all MIDAS specifications—daily and 5 min—are directly comparable since they all have the same number of estimated parameters.

In summary, we find that daily realized power is the best predictor of future increments in quadratic variation, followed by the daily range. The prediction equations involve about 50 daily lags and there is no real benefit of using intra-daily data directly. These MIDAS regressions also outperform other linear forecast models involving daily realized volatility. Finally, all of the above results hold in- and out-of-sample. The out-of-sample forecasting precision, which is perhaps the
ultimate measure of a model’s forecasting potential, indicates that our results are unlikely to be due to sampling error or over-fitting.

The MIDAS regressions can also be used to analyze asymmetries and the joint forecasting power of the regressors. In fact, Engle and Gallo (2003) use the multiplicative error model (MEM) of Engle (2002) and find improvements in forecasting volatility from the joint use of absolute returns, daily ranges, and realized volatilities with S&P 500 index returns data. Interestingly enough, their results agree with ours, despite the different data set and different method, as they argue that range-based measures in particular provide a very good forecast of future volatility.

The paper is structured as follows. In Section 1, we introduce and discuss MIDAS volatility regressions. In Section 2, we use daily regressors to forecast weekly to monthly volatility in the MIDAS framework. Section 3 is devoted to MIDAS volatility forecasts involving intra-daily data. Section 4 concludes.

1. MIDAS regressions of conditional volatility

To fix notation, let daily returns be denoted by \( r_{t,t-1} = \log(P_t) - \log(P_{t-1}) \). Throughout the paper the time index \( t \) will refer to daily sampling. When the data is sampled at a higher frequency, say, \( m \)-times in a day, we will denote the return over this interval as \( r_{t,t-1/m} = \log(P_t) - \log(P_{t-1/m}) \). For instance, in our study, returns are sampled every 5 min between the trading hours of 9:30 am and 4:05 pm (corresponding to 80 five-min intervals within a trading day), and we will write \( r_{t,t-1/80} = \log(P_t) - \log(P_{t-1/80}) \), which corresponds to the last 5-min return of day \( t-1 \).

Our goal is to predict a measure of volatility over some future horizon \( H \), \( V_{t+H,t} \). As a primary measure of volatility for the period \( t \) to \( t+H \), we consider the increments in the quadratic variation of the return process \( Q_{t+H,t} \). We focus on predicting future realized volatility at daily \( (H = 1) \), weekly \( (H = 5) \), bi-weekly \( (H = 10) \), tri-weekly \( (H = 15) \), and monthly \( (H = 20) \) horizons. These are horizons that matter mostly for option pricing and portfolio management. Focusing on predicting future increments of quadratic variation also allows us to make our analysis directly comparable with a large body of existing literature. The quadratic variation is not observed directly but can be measured with some discretization error. One such measure would be the sum of (future) squared returns, namely \( \sum_{j=1}^{Hm} [r_{(t+Hj)-(j-1)/m,(t+Hj)-(j-2)/m}]^2 \), which we will denote by \( \tilde{Q}_{t+H,j}^{(Hm)} \). Since it involves a discretization based on \( Hm \) intra-daily returns. The superscript in parentheses indicates the number of high-frequency data used to compute the variable.

Besides increments in quadratic variation, we also consider \( \log(\tilde{Q}_{t+H,j}^{(Hm)}) \) as a target variable to forecast. Previous papers, including Andersen et al. (2003), have observed that forecasting the log transformation yields better in- and out-of-sample forecasts.
of the variance as it puts less weight on extreme realizations of the quadratic variation.\footnote{We also considered MIDAS regressions with $(\tilde{Q}_{t+H,t}^{(Hm)})^{1/2}$ as left-hand side variable. The results are omitted here to save space. The conclusions concur with those reported in the empirical section below.}

1.1. The MIDAS specification

A daily MIDAS volatility regression is

$$V_{t+H,t}^{(Hm)} = \mu_H + \phi_H \sum_{k=0}^{k_{\text{max}}} b_H(k, \theta) \tilde{X}_{t-k,t}^{(m)} + \epsilon_{H,t},$$

(1.1)

where $V_{t+H,t}^{(Hm)}$ is a measure of (future) volatility such as $\tilde{Q}_{t+H,t}^{(Hm)}$ or $\log(\tilde{Q}_{t+H,t}^{(Hm)})$. Specification (1.1) has three important features when compared to other models of conditional volatility (discussed below). First, the volatility measure on the left-hand side, $V_{t+H,t}^{(Hm)}$, and the variables on the right-hand side, $\tilde{X}_{t-k,t}^{(m)}$, might be sampled at different frequencies. Second, the polynomial lag parameters $b_H$ are parameterized to be a function of $\theta$, thereby allowing for a longer history without a proliferation of parameters. Third, MIDAS regressions typically do not exploit an autoregressive scheme, so that $\tilde{X}_{t-k,t}^{(m)}$ is not necessarily related to lags of the left-hand side variable. Instead, MIDAS regressions are first and foremost regressions and therefore the selection of $\tilde{X}_{t-k,t}^{(m)}$ amounts to choosing the best predictor of future quadratic variation from the set of several possible measures of past fluctuations in returns. In other words, MIDAS is a reduced-form forecasting device, rather than a model, of conditional volatility.

MIDAS regressions could potentially involve more than one type of regressors as discussed in Ghysels et al. (2004). MIDAS regressions may also be non-linear and indeed some of the regressors we will consider may provide better results with non-linear specifications. For instance, Engle and Gallo (2003) provide interesting results along these lines. For simplicity, in this paper we consider only a single regressor linear MIDAS setting.

1.1.1. Sampling at different frequencies

In Eq. (1.1), the volatility is measured at daily, weekly, bi-weekly, tri-weekly, and monthly frequency, whereas the forecasting variables $\tilde{X}_{t-k,t}^{(m)}$ are available at daily or higher frequencies. For instance, we can use daily data to compute a forecast of next month’s volatility ($H = 20$). In other words, the return volatility over the month of, say, April (from the close of the market during the last day of March to the close of the market during the last day of April) will be forecasted with daily data up to the last day of March. But, we could also use hourly or 5-min data to form monthly volatility forecasts. Thus, our specification allows us not only to forecast volatility with data sampled at different frequency, but also to compare such
forecasts and ultimately to see whether continuous asymptotic arguments hold up in practice.

In general, the MIDAS regression framework allows us to investigate whether the use of high-frequency data necessarily leads to better volatility forecasts at various horizons. These issues have motivated much of the recent literature on high-frequency data, see Andersen et al. (2001, 2002, 2003), Andreou and Ghysels (2002), Barndorff-Nielsen and Shephard (2001, 2002a,b, 2003a), among others. In some cases, the right-hand side variables are computed using \( m \) high-frequency returns and are denoted by a superscript \( (m) \). For instance, if we want to compute a monthly forecast of volatility using lagged daily volatility estimates obtained from 5-min data, \( m \) would be equal to 80, the number of 5-min in a day.

The MIDAS regressions of volatility allow for a great degree of flexibility. For the sake of systematizing the results, in the next section we consider forecasts at daily, weekly, bi-weekly, tri-weekly, and monthly frequency using daily data. In a subsequent section, we will turn to intra-daily regressors.

1.1.2. Parsimony of parameterization

Another distinguishing feature of (1.1) is that the lag coefficients \( b_H(k, \theta) \) (weights) are not unrestricted parameters. Rather they are parameterized as a function of \( \theta \), where \( \theta \) is a low-dimensional vector. A flexible parameterization is an important element in the MIDAS specification, as the inclusion of high-frequency data might imply a significant increase in the number of lagged forecasting variables and unrestricted parameters to estimate. It allows us to dramatically reduce the number of parameters to estimate, which is particularly relevant in estimating a persistent process, such as volatility, where distant \( X_{t-k,t-k+1}^{(m)} \) are likely to have an impact on current volatility.

Even with daily forecasting variables, the unrestricted specification of the weights results in a lot of parameters to estimate. The problem only worsens with higher-frequency data. As we will see below, a suitable parameterization \( b_H(k, \theta) \) circumvents the problem of parameter proliferation and of choosing the truncation point \( k_{\text{max}} \). Hence, the parameterization \( b_H(k, \theta) \) is one of the most important ingredients in a MIDAS regression.

The weights \( b_H(k; \theta) \) are normalized to add up to one, which allows us to estimate a scale parameter \( \phi_H \). Another restriction that is very useful in the context of volatility regressions is to ensure that the weights \( b_H(k; \theta) \) be non-negative. Such a condition guarantees that the volatility process itself is non-negative. In general, there are many ways of parameterizing \( b_H(k, \theta) \). We focus on one particular specification based on the Beta function, which has only two

---

5It should parenthetically be noted that Nelson and Cao (1992) note that imposing non-negativity constraints on GARCH parameters is unnecessarily restrictive. They do argue, however, that non-negativity of the Wold representation weights is necessary. Restricting the weights \( b_H(k; \theta) \) to be non-negative is very similar to the condition imposed by Nelson and Cao.
parameters, or \( \theta = [\theta_1; \theta_2] \):

\[
b_H(k; \theta) = \frac{f\left(\frac{k}{k_{\text{max}}}, \theta_1; \theta_2\right)}{\sum_{j=1}^{k_{\text{max}}} f\left(\frac{j}{k_{\text{max}}}, \theta_1; \theta_2\right)},
\]

(1.2)

where \( f(z, a, b) = z^{a-1}(1-z)^{b-1}/\beta(a, b) \) and \( \beta(a, b) = \Gamma(a)\Gamma(b)/\Gamma(a+b) \). Specification (1.2) was introduced in Ghysels et al. (2002b, 2004) and has several important characteristics. Namely, (1) it provides positive coefficients, which is necessary for a.s. positive definiteness of the estimated volatility, (2) with \( \theta_1 = 1 \) and \( \theta_2 > 1 \) one has a slowly decaying pattern typical of volatility filters, which means that only one parameter is left to determine the shape, and (3) with \( \theta_1 = \theta_2 = 1 \) one has equal weights, which corresponds to a rolling estimator of the volatility. The flexibility of the Beta function is well known. It is often used in Bayesian econometrics to impose flexible, yet parsimonious prior distributions. The function can take many shapes, including flat weights, gradually declining weights as well as hump-shaped patterns. While MIDAS regressions are not limited to Beta distributed lag schemes, for our purpose we focus our attention on this specification. We refer to Ghysels et al. (2002b, 2004) for alternative weight specifications and further details.

The parameterization also allows us to compare MIDAS regressions at different frequencies as the number of parameters to estimate will be the same even though the weights on the data and the forecasting capabilities might differ across horizons. We do not have to adjust our measures of fit for the number of parameters. In all estimations, we have either one or two parameters determining the pattern of the weights, the former being the case when we restrict our attention to \( \theta_1 = 1 \) and only estimate \( \theta_2 > 1 \).

To illustrate the issue of parameter proliferation, consider Fig. 1. It displays the estimated *unconstrained* parameters of Eq. (1.1) for lags up to 10 days. The figure contains results from various regressors \( \tilde{X}_{t-k,t-k-1}^{(m)} \), such as \( \tilde{Q}_{t+k,t-k-1}^{(m)} \), as well as absolute daily returns, daily range, and daily realized power, all of which we discuss at length below. We notice from the figure that the parameter estimates appear to be erratic as the lag increases, because volatility specifications such as (1.1) have weights that are *not* tightly parameterized. It must be noted that the robust performance of ARCH/GARCH models can largely be attributed to capturing the dynamics of a large number of past shocks with only a few parameters. This basic idea is also the insight behind the MIDAS regressions.

1.1.3. Various regressors

In the MIDAS volatility setup (1.1), \( \tilde{X}_{t-k,t-k-1}^{(m)} \) can be any variable that has the ability to forecast \( \tilde{Q}_{t+k,t}^{(Hm)} \). To put it differently, MIDAS volatility regressions can involve \( \tilde{X}_{t-k,t-k-1}^{(m)} \) other than past squared returns or past realized volatility, which are the usual regressors considered in the autoregressive conditional volatility literature. The MIDAS approach puts us in the mind set of regression analysis and
prompts us to explore various regressors that have the potential to predict future volatility. A number of predictors other than past realized volatility or squared returns have been proposed in various models. Unlike MIDAS, however, these

Fig. 1. Unconstrained weights on lagged daily predictors. The weights (normalized to sum up to one) obtained from an OLS log volatility regression for a 4 week prediction horizon with 10 lags of the following daily regressors: (1) realized volatility, denoted by QVMIDAS; (2) realized power variation, denoted by PVMIDAS; (3) absolute returns; and (4) daily range, denoted by daily $R$. The weights are estimated with no restrictions using the entire sample.
regressions are typically autoregressive in nature. The MIDAS setup allows us to compare the forecasting ability of different $\tilde{X}_{t-k,t-k-1}$’s and to choose the predictors with the best predicting ability.

In the context of forecasting the quadratic variation $\tilde{Q}_{t+H,t}'$, we consider the following regressors:

\begin{equation}
\tilde{Q}_{t+H,t}' = \mu^O_H + \phi^O_H \sum_{k=0}^{k_{\text{max}}} b^O_H(k,0)\tilde{Q}_{t-k-1,t-k} + \varepsilon^O_{H,t},
\end{equation}

\begin{equation}
\tilde{Q}_{t+H,t}' = \mu^G_H + \phi^G_H \sum_{k=0}^{k_{\text{max}}} b^G_H(k,0)(r_{t-k-1,t-k})^2 + \varepsilon^G_{H,t},
\end{equation}

\begin{equation}
\tilde{Q}_{t+H,t}' = \mu^a_H + \phi^a_H \sum_{k=0}^{k_{\text{max}}} b^a_H(k,0)|r_{t-k-1,t-k}| + \varepsilon^a_{H,t},
\end{equation}

\begin{equation}
\tilde{Q}_{t+H,t}' = \mu^r_H + \phi^r_H \sum_{k=0}^{k_{\text{max}}} b^r_H(k,0)[h_{t-k-1,t-k-1} - l_{t-k-1,t-k-1}] + \varepsilon^r_{H,t},
\end{equation}

\begin{equation}
\tilde{Q}_{t+H,t}' = \mu^p_H + \phi^p_H \sum_{k=0}^{k_{\text{max}}} b^p_H(k,0)\tilde{P}_{t-k-1,t-k} + \varepsilon^p_{H,t}.
\end{equation}

In Eq. (1.3), past $\tilde{Q}_{t-1,t}'$ are used to predict $\tilde{Q}_{t+H,t}'$. Examples of such models have been advocated by Andersen et al. (2001, 2002, 2003) and are discussed at length below. Specification (1.4) is a projection of $\tilde{Q}_{t+H,t}'$ onto lagged daily returns and corresponds to the ARCH/GARCH class of models (under some parameter restrictions). It should also parenthetically be noted that, even if the functional forms look like ARCH/GARCH, the estimation procedures are very different as MIDAS is not likelihood based with conditional heteroskedasticity and fat-tailed innovations directly accounted for.

Eqs. (1.5) and (1.6) involve projecting $\tilde{Q}_{t+H,t}'$ onto past daily absolute returns and daily ranges, respectively, which are two alternative measures of volatility. Therefore they are natural candidate regressors in the MIDAS specification. It is often argued that in the presence of deviations from normality absolute values could be more robust than squared values for conditional variance estimation (see e.g. Davidian and Carroll, 1987) whereas the virtues of daily range have been explored most recently by Alizadeh et al. (2001) and Gallant et al. (1999). Typically, past absolute returns (ranges) are used to predict future absolute returns (ranges). In particular, when absolute returns (daily ranges) are considered, the autoregressive features of absolute returns (daily ranges) are studied and modeled (see e.g. Ding et al., 1993 for

---

6Technically speaking, projections involve regressions without a constant term. Here and in the remainder of the paper projections will include a constant as regressor.
absolute returns and Alizadeh et al., 2001 for daily ranges). Hence, the exploration of alternative measures of volatility has been cast in the context of autoregressive schemes. Here, we introduce absolute returns and ranges as alternative predictors and examine their success (relative to the other predictors) at predicting realized volatility. The MIDAS regression format makes this a relatively straightforward exercise.

The last regression (1.7) involves similar arguments using techniques and developments of more recent date. The preference for absolute returns is a subject that has received much attention recently, see in particular Barndorff-Nielsen and Shephard (2003b, 2004) and Woerner (2003). Recall that $\tilde{Q}_{t,t+1}^{(m)}$ is defined as the sum of $m$ intra-daily squared returns. Instead of taking squared returns, say every 5 min, Barndorff-Nielsen and Shephard suggest to consider the sum of high-frequency absolute returns, or the so-called “realized power” variation $\tilde{P}_{t+1,t}^{(m)}$, which is defined as $\sum_{j=1}^{m} |r_{t-(j-1)/m,t-(j-2)/m}|$. Regression (1.7) projects future realized volatility on past daily realized power.7

Finally, to forecast the log of the quadratic variation, we consider log transformations of the five regressors in Eqs. (1.3)–(1.7). In this fashion, our results would be directly comparable with those in the previous literature. To summarize, the MIDAS framework offers the ability to mix data sampled at different frequency, combined with a tightly parameterized specification that allows different regressors to forecast volatility.

1.2. Comparison of MIDAS regressions with other volatility forecasts

To further understand the flexibility of the MIDAS volatility regressions, it is useful to compare them with other widely used models of conditional volatility, which for the purpose of presentation will be written as

$$
\tilde{Q}_{t+H,j}^{(H,m)} = \mu_H^{G} + \phi_H^{G} \sum_{k=0}^{\max} b_{H}^{G}(k) \tilde{Q}_{t-k,j-k-1}^{(m)} + \epsilon_{Hj}^{G},
$$

(1.8)

$$
\tilde{Q}_{t+H,j}^{(H,m)} = \mu_H^{Q} + \phi_H^{Q} \sum_{k=0}^{\max} b_{H}^{Q}(k) \tilde{Q}_{t-k,j-k-1}^{(m)} + \epsilon_{Hj}^{Q},
$$

(1.9)

In Eq. (1.8), past $\tilde{Q}_{t,j-1}^{(m)}$ are used to predict $\tilde{Q}_{t+H,j}^{(H,m)}$ and the weights $b_{H}^{G}(k)$ are not parameterized. When $H = 1$, such models for the so-called realized volatility, analyzed by Andersen et al. (2001, 2003), Andreou and Ghysels (2002), Barndorff-Nielsen and Shephard (2001, 2002a,b, 2003a), and Taylor and Xu (1997), often rely on Merton’s (1980) arguments that arbitrarily accurate estimates of volatility can be obtained by increasingly finer sampling of returns. The above papers show that the

7It should be noted however, that there are differences in the asymptotics, namely when $m \to \infty$. With $\tilde{P}$ we need a $\sqrt{m}$ normalization, whereas with $\tilde{Q}$ there is no need to normalize by $m$ as shown by Barndorff-Nielsen and Shephard (2003b, 2004). We do not endeavor into the asymptotics of $m \to \infty$ in the context of this paper.
use of high-frequency data is beneficial in predicting volatility. Again, when $H = 1$, the difference between (1.8) and (1.3) is the specification of the weights $b^Q_H$. In this regard, it is important to note that Andersen et al. (2003) advocate the use of long-memory models to parsimoniously parameterize the weights. In particular, they consider models of the following type:

$$
\left(1 - \sum_{k=1}^{5} b_A(k)L^k \right)(1 - L)^d \log \hat{Q}^{(m)}_{t+1,t} = \mu + \epsilon_t.
$$

(1.10)

Hence, using a fractional differencing approach one can capture with a single parameter $d$ slowly decaying response patterns associated with long memory. In addition to the fractional differencing parameter $d$ in Eq. (1.10) Andersen et al. (2003) advocate the use of an AR(5) autoregressive expansion appearing on the left-hand side of the equation. Hence, a total of 6 parameters (not including the constant) are used to capture the autoregressive dynamics of realized volatility. Specification (1.10) is expressed in terms of log volatility as Andersen et al. (2003) argue that the log transformation induces normality and therefore justifies the use of linear autoregressive models. This model will be our benchmark for all in-sample and out-of-sample forecast comparisons and is henceforth referred to as the “ABDL” model.

It is important to stress the differences between MIDAS regressions and the benchmark ABDL ARFI($5, d$) model specification appearing in Eq. (1.10). None of the MIDAS regressions operate through autoregression whereas the ABDL specification follows much closer the tradition of ARCH-type models since $\hat{Q}^{(m)}_{t+1,t}$ is projected onto its lagged values. Furthermore, MIDAS regressions involve at most two parameters for the Beta polynomial, a scaling parameter and an intercept, i.e., often less than the ABDL setting. The challenge is to outperform the ABDL specification while choosing: (1) the type of regressors; and (2) the decay patterns through judicious choice of parameterizations of the polynomial weighting schemes. The success of this challenge is the main argument of this paper.\footnote{In more recent work Andersen, Bollerslev and Diebold (2003) have advocated the use of so-called “HAR regressions,” proposed in Corsi (2003) and sharing features with MIDAS regressions, involving regressors that exclude the jump component of quadratic variation. We will elaborate further on this later.}

Since we make a comparison with the ABDL specification, some discussion of long-memory and MIDAS regressions is warranted. In the standard ARFIMA modeling the properties of the estimators are reasonably well understood and there is some theory covering forecast procedures. When simply regressing long-memory series upon long-memory series this is less transparent. The notion of long memory, when applied to volatility involves processes such as $\hat{Q}^{(m)}_{t,t-1}, [r_{t,t-1,m}], r_{t,t-1,m}, \hat{P}^{(m)}_{t,t-1}$ or $[hi - lo]_{t,t-1}$. In the context of MIDAS regressions we need to highlight a few properties that will be important. First, Andersen and Bollerslev (1997), Harvey (1998), Bollerslev and Wright (2001), Robinson (2001), Dittmann and Granger (2002), among others, show that the log-squared returns, squared returns and absolute returns have the same long-memory properties, that is the same order of fractional integration. Second, since in MIDAS regressions one mixes data from...
different sampling frequencies one can exploit another property of fractional differencing, namely its invariance to temporal aggregation. Both properties combined allow us to write

\[
\text{Cov}(\log(r_{t-1}^2), \log(r_{t-j}^2)) \sim \text{Cov}(\log([r_{t-l}]^2), \log([r_{t-j}^2]) \sim j^{2d-1},
\]

\[
\text{Cov}(r_{t,j}, r_{t-j}) \sim \text{Cov}([r_{t-l}]^2, [r_{t-j}]^2) \sim j^{2d-1},
\]

\[
\text{Cov}(r_{t,l}, r_{t-j}) \sim \text{Cov}([r_{t-l}]^2, [r_{t-j}]^2) \sim j^{2d-1},
\]

where the notation \(\sim\) means that the limit of the ratio of the quantities on the left and right hand side is a finite positive constant. Since the empirical measures \(Q_{t-1,j}^{(m)}\) and \(\hat{P}_{t-1,j}^{(m)}\) involve sums of \(I(d)\) processes over a finite interval we also have the property that:

\[
\text{Cov}(Q_{t-1,j}^{(m)}, Q_{t-j}^{(m)}) \sim j^{2d-1},
\]

\[
\text{Cov}(\hat{P}_{t-1,j}^{(m)}, \hat{P}_{t-j}^{(m)}) \sim j^{2d-1}.
\]

The above arguments suggest that in the context of volatility forecasting, MIDAS regressions of the type we study in this paper all involve regressors that have the same order of fractional integration.\(^9\)

Finally, it should be noted that Eq. (1.9) is a version of the most widely used specification of conditional volatility, namely, the ARCH-type models of Engle (1982) (see also Bollerslev (1986)). In (1.9), future volatility is projected onto lagged daily squared returns (and a constant), where the weights are tightly parameterized via an autoregression such as in the popular GARCH(1,1) specification. Andersen et al. (2003) show that models appearing in Eq. (1.10) outperform ARCH-type models, which is why we use the former as a benchmark.

1.3. In-sample fit and out-of-sample forecast evaluations

The usefulness of the MIDAS framework is best judged by its ability to produce good in-sample fit and out-of-sample forecasts of realized volatility. We elaborate here in some detail on how the various forecasts will be compared. In the empirical results that follow, we consider the mean square error of a given MIDAS regression, \(\text{MSE}^{\text{MIDAS}}\), and compare it to the mean squared error from the ABDL model, denoted by \(\text{MSE}^{\text{ABDL}}\). These measures are computed in-sample and in an out-of-sample experiment. Ultimately, we report the ratios \(\text{MSE}^{\text{MIDAS}} / \text{MSE}^{\text{ABDL}}\) as a measure of the forecasting performance of the MIDAS regressions relative to the ABDL. Ratios below 1 indicate that a given MIDAS forecast outperforms the

---

\(^9\)Presumably the volatility-related processes considered in the MIDAS regressions are fractional cointegrated, although there is no formal proof of that for say \(Q_{t-1,j}^{(m)}\) and \(\hat{P}_{t-1,j}^{(m)}\). It is beyond the scope of the current paper to endeavor into the theory of MIDAS regressions with long-memory processes. Sinko (2003) provides some first results on this topic. See also Robinson (1994a,b) for a general discussion of regression analysis and Bandi and Perron (2004) for a discussion of regression models with volatility processes.
benchmark. Since the ABDL has proven to be one of the most successful models in volatility forecasting, the MIDAS regressions have to clear a high mark.

We follow a slightly different approach for the in-sample and out-of-sample comparisons. Namely, the in-sample and out-of-sample comparisons differ with respect to the variable being predicted. In the out-of-sample comparison, we follow Andersen et al. (2003) who predict future log volatility, exponentiate the prediction, and then compute the square root to obtain a prediction of future standard deviation. We use exactly the same strategy for our log volatility specification. For specifications where we predict the level of volatility (as opposed to the log), only a square root transformation is necessary. All out-of-sample $MSE$ ratios reflect the relative performance of predict future standard deviations over five different horizons, ranging from 1 day to 4 weeks.

The in-sample comparison is slightly different. The prediction of the MIDAS regressions is in terms of the left-hand side specification, namely $V_{t+H,t}^{(Hm)}$. Hence, a MIDAS regression predicting logs is compared with the ABDL model which also predicts logs. However, for the MIDAS regression predicting the level of volatility the ABDL model prediction is exponentiated. This may perhaps put the ABDL model at a slight disadvantage, yet that disadvantage is negligible.

It is important to emphasize another difference between ABDL models and MIDAS regressions. When predicting future, say, weekly volatility Andersen et al. (2003) predict the daily volatility for each day of the week and add up the forecasts. In a MIDAS regression the future weekly volatility is taken directly as target of interest in the prediction. This is a good illustration of the advantage of using a mixed-data sampling framework as will be made clear in the discussion of the empirical results.

It is also worth noting that one might object to the use of $MSE$ as a measure of forecast comparison. Arguably, this criterion may be criticized in the context of volatility predictions as for portfolio or risk management the objective function may neither be symmetric nor be directly related to a pure measure of statistical fit. Even as far as statistical criteria go, since we compare many specifications estimated with different number of parameters, one could argue in favor of the adjusted $R^2$ for comparisons. MIDAS regressions, however, often involve less parameters than the benchmark. Hence, penalizing a specification for the number of parameters would actually penalize the benchmark model. In fairness to ABDL, it should be noted that they point out the log-ARFIMA$(5,1,0)$ results are almost identical with ARFIMA$(0,1,0)$ or ARFIMA$(1,1,0)$. Hence, if one thinks along those lines the ABDL models are in practice more parsimonious than MIDAS, and not less. We use the ARFIMA$(5,1,0)$ model, however, as it is their recommended specification.

We are using the $MSE$ criterion (rather than $R^2$s) because we can compare these measures across in-sample and out-of-sample results. Such a comparison can give us an idea of whether the in-sample results are being purely driven by over-fitting or sampling error. Finally, we do not test whether $MSE$s are statistically significant from each other, as this task is not so straightforward in this context.\footnote{See e.g. West (2004) for a discussion of the validity of asymptotic-based tests and the issues involved.}
2. Results with daily data

We use the MIDAS framework to forecast the volatility in the US stock market. Our data set consists of 5-min intra-day returns of the Dow Jones Composite Portfolio (DJ) over a 10-year period, from April 1, 1993 to October 31, 2003. We also have 5-min returns for individual stocks that belong to the Dow. In this section, we focus exclusively on the DJ index and examine the evidence obtained from individual stocks later in the paper. Hence, the DJ index is the lead example, while evidence from individual stocks will be used to show the robustness of our findings. It should be noted that there might be some (artificial) high-frequency autocorrelation in our returns series. For the equity index, the correlation is likely to be positive and due to non-synchronous trading (Fisher, 1966; Scholes and Williams, 1977), while for individual stocks, it is likely negative and the result of bid-ask spread (Roll, 1984). These features violate the semi-martingale spirit of the realized volatility measures. In computing our measures of volatility, we do not pre-filter the data for these microstructure artifacts, because they are unlikely to have a significant effect in terms of predictability. However, these high-frequency autocorrelations will induce biases in the level of the volatility measures relative to the *true* underlying return variation.\(^{11}\)

All return data are reported from 9:30 am to 4:05 pm every trading day. The returns for some days are removed from the sample to avoid the inclusion of regular and predictable market closures which affect the characterization of the volatility dynamics. By only using open-to-close data, we inevitably miss the contribution to daily return volatility that comes from the overnight period or holiday closures. In our prediction exercise we therefore focus exclusively on trading day volatility. The exclusion of the overnight and holiday volatility is unlikely to affect our predictability results, although it is likely to affect the level of our measures relative to the overall true return variation. In cleaning the data set, we follow Andersen et al. (2001) who use a similar 5-min data set with returns from the foreign exchange market. The final data set contains 2669 trading days with 80 observations per day for a total of 213,520 5-min returns for each asset. From this data set, we compute daily realized volatility, daily squared returns, daily absolute returns, daily ranges, and realized power.

As noted before, we consider five prediction horizons, 1 day and 1–4 weeks. The horizons cover most practically relevant cases, particularly in the context of Value-at-Risk computations, option pricing, and portfolio management. The regressions are run with non-overlapping \((\log \tilde{\Omega}^{(Hm)}_{t+H, t})\) for \(H = 1, 5\) (1 week), 10 (2 weeks), 15 (3 weeks) and 20 (4 weeks) days, respectively. The MIDAS regressions are obtained with the Beta lag structure (1.2). We use a truncation of 50-daily lags in the estimation, or \(k_{\text{max}} = 50\) since using longer lags has little effect on the results. The parameters are estimated with non-linear least squares. A detailed discussion about estimating MIDAS regressions can be found in Ghysels et al. (2002b). In general, the errors of MIDAS regressions may feature autocorrelation or heteroskedasticity.

\(^{11}\)We thank the referee for this point.
However, in the current application, all regressions involve non-overlapping prediction samples to avoid autocorrelation in the residuals due to overlapping prediction horizons. Regression diagnostics, discussed later, will reveal that the residuals for the 1–4 weeks horizon indeed appear i.i.d. and in some cases Gaussian as well. Only for the 1-day horizon, there appears to be some potential efficiency gains from using another objective function, such as quasi-maximum-likelihood, that takes serial correlation and heteroskedasticity into account.12

2.1. In-sample fit

Table 1 presents the in-sample ratios $\frac{MSE^{MIDAS}(Hm)}{MSE^{ABDL}(Hm)}$. The results from forecasting the two measures of volatility $\tilde{Q}^{(Hm)}_{t+H,m}$ and $\log(\tilde{Q}^{(Hm)}_{t+H,m})$ are presented in Panels A and B, respectively. The results from the April 1993–March 2001 subsample and for the entire sample are presented. In Panel A of Table 1, we look at the forecasts of $\tilde{Q}^{(Hm)}_{t+H,m}$ using various daily predictors over the April 1993–March 2001 subsample and the full sample ending in 2003. When we use realized daily variances as regressors (Eq. (1.3)), the relative MSE ranges from 0.969 to 0.683 across the forecasting horizons and samples. The results are very much similar across the full sample and the subsample. The log transformation puts the MIDAS and ABDL specifications more on an equal footing (in-sample), as noted from Panel B in Table 1. The MSE ratio of the realized variance varies from 1.020 to 0.812, depending on horizon and length of sample. The MIDAS with $\tilde{Q}^{(m)}_{t,H,m}$ as predictor have a pronounced advantage relative to the ABDL model as the horizon increases. At daily horizons, the in-sample performance of MIDAS regressions with $\tilde{Q}^{(m)}_{t,H,m}$ is comparable to the ABDL model, which is not surprising given that the two forecasting specifications are quite similar.

One difference between the MIDAS regressions and the benchmark is the weighting scheme. When we use lagged realized volatility as a MIDAS predictor, there is no other difference between the two specifications. In the ABDL model, the weight on past daily observations is captured by the ARFI polynomial, whereas in the MIDAS framework, it is given by the Beta polynomial. Figs. 2 and 3 show the profiles of the estimated MIDAS regression weights (entire sample) for the 4 weeks horizon for the $\log(\tilde{Q}^{(Hm)}_{t+H,m})$ and $\tilde{Q}^{(Hm)}_{t+H,m}$ regressions, respectively. We can directly compare the weights of the ABDL specification and the corresponding log volatility MIDAS regressions. Fig. 2 displays these two specifications and several other MIDAS regressions which will be discussed in detail later. The weights in the figures are normalized to sum up to one and hence have a common scale. Consequently, the figures tell us the relative share of weights across all the lags. For the moment, we focus on the patterns for the ABDL model (solid line) and the QV MIDAS regression as it is labeled in the figure. The differences are remarkable. The ABDL weighting scheme is somewhat jagged for the first lags due to the AR(5)

12For the ABDL benchmark model we re-estimate the AR parameters, whereas the fractional differencing parameter is pre-set at 0.40096. The latter parameter is quite stable across assets, as noted by Andersen et al. (2003). We therefore follow their strategy of keeping a common value of $d$ across all assets.
Table 1
In-sample $MSE$ comparisons of MIDAS models with daily regressors—DJ index

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{Q}_{t,j-1}^{(m)}$</td>
<td>$\tilde{Q}_{t,j-1}^{(m)}$</td>
</tr>
<tr>
<td>$r_{t,j-1}^2$</td>
<td>$r_{t,j-1}^2$</td>
</tr>
<tr>
<td>$</td>
<td>r_{t,j-1}</td>
</tr>
<tr>
<td>$[hi - lo]_{t,j-1}$</td>
<td>$[hi - lo]_{t,j-1}$</td>
</tr>
<tr>
<td>$\tilde{P}_{t,j-1}^{(m)}$</td>
<td>$\tilde{P}_{t,j-1}^{(m)}$</td>
</tr>
</tbody>
</table>

Panel A: $\tilde{Q}_{t,j-H}$ MIDAS with daily lags of regressors

| 1 day | 0.969 | 1.062 | 1.049 | 0.962 | 0.912 |
| 1 week | 0.871 | 1.043 | 0.969 | 0.856 | 0.825 |
| 2 weeks | 0.851 | 0.962 | 0.875 | 0.791 | 0.758 |
| 3 weeks | 0.793 | 0.881 | 0.774 | 0.722 | 0.691 |
| 4 weeks | 0.805 | 0.908 | 0.806 | 0.743 | 0.681 |

Panel B: log($\tilde{Q}_{t,j-H}^{(m)}$) MIDAS with daily lags of regressors

| 1 day | 1.020 | 1.505 | — | 1.105 | 0.994 |
| 1 week | 0.924 | 1.509 | — | 1.062 | 0.921 |
| 2 weeks | 0.881 | 1.396 | — | 1.015 | 0.867 |
| 3 weeks | 0.821 | 1.134 | — | 0.893 | 0.772 |
| 4 weeks | 0.812 | 1.177 | — | 0.921 | 0.761 |

Each entry in the table corresponds to the ratios $MSE_{MIDAS}/MSE_{ABDL}$, where $MSE_{ABDL}$ is the in-sample MSE for the benchmark ARFI($5, d$) model in Eq. (1.10) and $MSE_{MIDAS}$ is the in-sample MSE from the MIDAS model using lagged daily predictors, shown in the corresponding column and discussed in Section 1.1. The empirical results are based on a data set consisting of 5-min intra-day returns of the Dow Jones Composite Portfolio (DJ) over a 10-year period, from April 1, 1993 to October 31, 2003 and for a subsample April 1, 1993–March 31, 2001 (left). The MIDAS regressions are run on a weekly, bi-weekly, tri-weekly, and monthly data sampling schemes with non-overlapping $\tilde{Q}_{t,j-H}$ for $H = 5$ days (1 week), $H = 10$ (2 weeks), 15 (3 weeks) and 20 (4 weeks) days using two measures of volatility $\tilde{Q}_{t,j-H}$ and log($\tilde{Q}_{t,j-H}$), presented in Panels A and B, respectively. The MIDAS regressions are obtained with the Beta lag structure (1.2).
Fig. 2. MIDAS and ABDL log volatility prediction 4 week horizon. The weights of the MIDAS estimators with a 4-week prediction horizon for different regressors: (1) a MIDAS model based on daily squared returns appearing in regression (1.9); (2) MIDAS regression involving past daily realized volatility appearing in regression (1.1) denoted by QV; (3) daily realized power to run regression (1.7) denoted by PV; (4) daily absolute returns to run regression (1.5) denoted ABS and finally; and (5) the daily range for regression (1.6) denoted by $R$. The solid line is the benchmark ABDL ARFI(5, d) model specification appearing in Eq. (1.10). All estimates are obtained using the entire sample.
Fig. 3. MIDAS volatility 4 weeks horizon and daily regressors. The weights that the MIDAS estimators with a 4-weeks prediction horizon for different regressors: (1) a MIDAS model based on daily squared returns appearing in regression (1.9); (2) MIDAS regression involving past daily realized volatility appearing in regression (1.1) denoted by QV; (3) daily realized power to run regression (1.7) denoted by PV; (4) daily absolute returns to run regression (1.5) denoted by ABS; and (5) the daily range for regression (1.6) denoted by \( R \). All estimates are obtained using the entire sample.
augmentation and then we recognize the long slowly decaying tail typical for long-memory models. In fact, the weights persist beyond 50 days. In contrast, the QV MIDAS regression produces a smoothly declining weighting scheme that dies out roughly around 25–30 days. Hence, in the MIDAS regressions more weight is attributed to the more recent past. This explains why there are no gains made with increasing the lag length beyond 50 days.¹³

Fig. 3 displays similar patterns (without the ABDL specification) for MIDAS regressions not involving the log transformation. The memory features are, not surprisingly, similar. Returning to the log transformation, it is also worth noting that log squared returns (which are identical to log absolute returns up to a scaling factor) have a decay pattern that resembles more closely that of the ABDL specification.¹⁴

Obviously, squared returns perform poorly relative to the ABDL specification, as daily squared returns are a noisy measure of past realized volatility. In the language of MIDAS, squared returns are poor regressors with a decay pattern (obtained via Beta polynomial weight fitting) similar to the ARFI(5, d) ABDL specification.

Table 2 complements Figs. 2 and 3 by reporting regression diagnostics and numerical values for some of the MIDAS regressions. The top two panels show the level volatility MIDAS regressions whereas the bottom panels display the results from the log volatility specifications. The parameter estimates of θ are not displayed because they have no economic interpretation in and of themselves. We show the other parameter estimates including a summary of the estimated weight function. Focusing on the level volatility MIDAS results, we notice that between 80 and 99 percent of the weight is placed on the first twenty daily lags of the regressors. However, between 40 and 50 percent is placed on lagged daily forecasters between days 6 and 20. Hence, a regression that takes into account only, say, five daily lags is likely to miss a lot of the dependence in the data. It is clear from Table 2 that MIDAS regressions not involving past returns may result in negative intercepts. There is obviously a scaling issues that get resolved through the regression but it does not prove to adversely affect the out-of-sample performance of the specification, as shown below. Naturally, the problem is not present for the log regressions (bottom two panels).

Using the results in Table 2, it is interesting to compare the weight functions across forecasting horizons.¹⁵ Interestingly, we observe that the weight profile changes considerably with the horizon. In the level specification using $Q_t^{(m)}$ as regressor, the fraction of the weight placed on the first daily lag 0.383 for the 1 day horizon decreases dramatically to 0.155, 0.118, 0.085, and 0.086 for 1, 2, 3, and 4 weeks horizons. We

¹³In a related paper, pertaining to the risk-return trade-off (Ghysels et al., 2002a) it is shown (see for instance Fig. 3) that a monthly GARCH has exactly the same problem, namely the weights die out too slowly when compared to a monthly MIDAS (the daily GARCH in the same figure yields the opposite result but this is a more complex comparison since it involves aggregation—it is therefore not directly related to what is reported here).

¹⁴It also is interesting to note that in the context of the risk-return tradeoff Ghysels et al. (2002a) obtain estimates of volatility based on squared daily returns, since high-frequency data are not available for long historical samples. In the context of the risk-return tradeoff with monthly returns they also find long lags using daily squared returns, as depicted in Fig. 2.

¹⁵We thank the Referee for suggesting this analysis.
Table 2
Regression diagnostics and estimated weights of MIDAS models with daily regressors—DJ index

<table>
<thead>
<tr>
<th></th>
<th>Day 1</th>
<th>Days 2–5</th>
<th>Days 6–20</th>
<th>&gt; 20 Days</th>
<th>Q(10)</th>
<th>Q^2(10)</th>
<th>Day 1</th>
<th>Days 2–5</th>
<th>Days 6–20</th>
<th>&gt; 20 Days</th>
<th>Q(10)</th>
<th>Q^2(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>~Q^{(m)}_t</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIDAS with daily lags of regressors ~Q^{(m)}_{t+H,t}</td>
<td>1 day</td>
<td>0.153</td>
<td>0.816</td>
<td>0.383</td>
<td>0.537</td>
<td>0.080</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>-0.676</td>
<td>123.552</td>
<td>0.337</td>
</tr>
<tr>
<td></td>
<td>1 week</td>
<td>0.798</td>
<td>4.079</td>
<td>0.155</td>
<td>0.429</td>
<td>0.402</td>
<td>0.014</td>
<td>0.001</td>
<td>0.499</td>
<td>-3.250</td>
<td>609.918</td>
<td>0.164</td>
</tr>
<tr>
<td></td>
<td>2 weeks</td>
<td>1.987</td>
<td>7.692</td>
<td>0.118</td>
<td>0.363</td>
<td>0.478</td>
<td>0.041</td>
<td>0.191</td>
<td>0.151</td>
<td>-5.290</td>
<td>1115.270</td>
<td>0.175</td>
</tr>
<tr>
<td></td>
<td>3 weeks</td>
<td>3.281</td>
<td>11.387</td>
<td>0.085</td>
<td>0.286</td>
<td>0.524</td>
<td>0.105</td>
<td>0.738</td>
<td>0.911</td>
<td>-8.123</td>
<td>1705.793</td>
<td>0.103</td>
</tr>
<tr>
<td></td>
<td>4 weeks</td>
<td>5.675</td>
<td>13.403</td>
<td>0.086</td>
<td>0.288</td>
<td>0.523</td>
<td>0.103</td>
<td>0.329</td>
<td>0.885</td>
<td>-8.620</td>
<td>2080.555</td>
<td>0.089</td>
</tr>
<tr>
<td><strong>log~Q^{(m)}_t</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIDAS with daily lags of regressors log~Q^{(m)}_{t+H,t}</td>
<td>1 day</td>
<td>-0.046</td>
<td>0.921</td>
<td>0.314</td>
<td>0.546</td>
<td>0.140</td>
<td>0.000</td>
<td>0.000</td>
<td>0.032</td>
<td>8.015</td>
<td>1.894</td>
<td>0.186</td>
</tr>
<tr>
<td></td>
<td>1 week</td>
<td>1.657</td>
<td>0.911</td>
<td>0.203</td>
<td>0.491</td>
<td>0.304</td>
<td>0.003</td>
<td>0.102</td>
<td>0.543</td>
<td>9.671</td>
<td>1.883</td>
<td>0.129</td>
</tr>
<tr>
<td></td>
<td>2 weeks</td>
<td>2.359</td>
<td>0.884</td>
<td>0.194</td>
<td>0.482</td>
<td>0.320</td>
<td>0.004</td>
<td>0.062</td>
<td>0.953</td>
<td>10.153</td>
<td>1.832</td>
<td>0.122</td>
</tr>
<tr>
<td></td>
<td>3 weeks</td>
<td>2.786</td>
<td>0.881</td>
<td>0.111</td>
<td>0.348</td>
<td>0.490</td>
<td>0.050</td>
<td>0.066</td>
<td>0.878</td>
<td>10.415</td>
<td>1.795</td>
<td>0.101</td>
</tr>
<tr>
<td></td>
<td>4 weeks</td>
<td>3.074</td>
<td>0.859</td>
<td>0.084</td>
<td>0.283</td>
<td>0.525</td>
<td>0.109</td>
<td>0.370</td>
<td>0.301</td>
<td>10.640</td>
<td>1.779</td>
<td>0.061</td>
</tr>
</tbody>
</table>

The table contains estimated MIDAS regression parameters (Eqs. (1.1) and (1.2)). We present a summary of the weight function $b_H(k, 0)$ rather than the parameters $\phi$ because this is the object of interest. Column “Day 1” represents how much weight is placed on the first daily lag of the predictor, Column “Days 2–5” report how much of the weight is on the second to the fifth lag and so on. The columns “Q(10)” and “Q^2(10)” report the p-values of Portmanteau tests of serial correlation in the residuals and squared residuals, respectively. The empirical results are based on a data set consisting of five-minute intra-day returns of the Dow Jones Composite Portfolio (DJ), April 1, 1993–March 31, 2001. The regressions are run on a weekly, bi-weekly, tri-weekly, and monthly data sampling schemes with non-overlapping $~Q^{(Hm)}_{t+H,t}$ for $H = 5$ (1 week), $H = 10$ (2 weeks), 15 (3 weeks) and 20 (4 weeks) days, respectively. The top two panels display the estimates from the forecasting regressions of $~Q^{(m)}_{t+H,t}$, while the bottom two panels display the estimates from the forecasting regressions of $\log(\tilde{Q}^{(m)}_{t+H,t})$. The left and right panels are produced using lagged daily realized volatility or lagged daily realized power as predictors. Results from using other predictors (daily squared returns, absolute returns, and ranges) are very similar and are hence omitted for brevity. They are available from the authors.
observe similar results for the lags on days 2–5. The reverse pattern is observed for lags longer than 5 days, where 1 day, 1, 2, and 3 weeks horizon forecasts place a weight of 0.080, 0.416, 0.519, 0.629, and 0.626, respectively, on predictors lagged 6 days or more. The level specification using $P_{t,t-1}^{(m)}$ as regressor as well as the log specifications (bottom two panels) produce remarkably similar results. These findings help us understand the relative $MSE$s in Table 1. At short horizon, the MIDAS weights suggest that it is best to put more weight on recent observations, as done in the ABDL model. Hence, we do not observe improvement over the benchmark. However, at longer horizons, placing more weight on lagged observations results in better in-sample performance of MIDAS forecasts relative to the benchmark.

In Table 2, we also report the $p$-values of $Q$ and $Q^2$ Portmanteau tests for serial correlation in the residuals and squared residuals, respectively. The $p$-values of the $Q$ test indicate that, except for the short horizon, all residuals appear uncorrelated. This is of course an appealing feature of the MIDAS regressions. Similarly, the $p$-values of the $Q^2$ suggest that, with the exception of daily horizons, squared residuals are not serially correlated. We also tested the residuals for normality using the Jarque–Bera test (not reported), and the null of normality was barely rejected at the 10 percent level. The results for the log MIDAS regressions are generally similar to the non-log specifications, with the exception that the Jarque–Bera test of normality (not reported) was not rejected at the 5 percent level. The results from these tests indicate that, at horizons of 1-day and even 1 week, the MIDAS parameters might be estimated more efficiently using a quasi-maximum-likelihood objective function that accommodates serial correlation and heteroskedasticity rather than non-linear least squares. A more efficient estimator of the MIDAS coefficients is likely to improve the relative $MSE$s at short horizons, reported in Table 1.

So far, we discussed MIDAS regressions that are almost directly comparable to the ABDL benchmark. Perhaps the most interesting MIDAS results involve the performance of daily range and realized power (Eqs. (1.6) and (1.7)). Table 1 presents the in-sample ratios $MSE_{MIDAS}^{(m)} / MSE_{ABDL}^{(m)}$ for both specifications. Forecasts with $[hi - lo]_{t-k,t-k-1}$ produce relative $MSE$s in the range of 0.722 and 0.962. It appears also that the forecasting performance of the MIDAS regressions in the subsample is slightly better than in the full sample. Overall the ratios are lower than the goodness of fit obtained from $Q^2_{t-k,t-k-1}$, $(r_{t-k,t-k-1})^2$, and $|r_{t-k,t-k-1}|$ at any horizon. The superior performance of ranges has been noted before, see e.g. Gallant et al. (1999). One advantage of using $[hi - lo]_{t-k,t-k-1}$ is that it arguably does not involve any measurement error issues (see e.g. Alizadeh et al., 2001; Andersen et al., 2003; Andreou and Ghysels, 2002; Barndorff-Nielsen and Shephard, 2001, 2002a,b, 2003a for further discussion of measurement error issues).

---

$16$The Gallant et al. (1999) approach to range-based volatility prediction shares some features with the regression appearing in (1.6). The main difference is that the setup in Gallant et al. (1999) involves a parametric continuous time model and a so-called re-projection procedure using simulated samples where parameter proliferation is less of an issue. The use of MIDAS regressions allows us to treat parsimoniously the predictive power of range-based measures in a reduced-form setting without specifying an underlying structural continuous time data generating process for returns.
The most remarkable predictor of volatility is the realized power $P_{t-k,t-k-1}$. At various horizons, the $MSE$ ratios obtained from the realized power MIDAS regressions are between 0.606 and 0.912 for the level specification and 0.761 and 0.994 for the logs. At weekly and longer horizons, the in-sample performance is considerably better than those obtained with $[hi-lo]_{t-k,t-k-1}$, and substantially better than the other predictors. At daily horizons, there is little if any difference in in-sample performance relative to the ABDL benchmark, especially using the log specifications. Overall, the best predictor of future increments in quadratic variation is the past realized power measure.

Turning to Table 2, the weights attributed to the different lags are slightly larger when compared to those from the quadratic variation specification. In Figs. 2 and 3, we observe that the decay patterns across the various MIDAS regression specifications (excluding daily squared and absolute returns) are quite similar. This evidence suggests that there are two reasons for the success of the MIDAS approach, namely: (1) the weighting scheme; and (2) the judicious choice of regressors. Both factors are important contributors in the success of the MIDAS forecasts at various horizons.

2.2. Out-of-sample comparisons

The in-sample fit measures indicate that the MIDAS specifications are flexible enough to capture the features of the data. However, the ultimate test of forecasting regressions is whether they maintain their performance out-of-sample. The out-of-sample $MSE$s of the MIDAS specifications relative to the benchmark are displayed in Table 3 which features a few interesting results.

First, the realized power $P^{(m)}_{t-k,t-k-1}$ is the dominant out-of-sample predictor of future realized volatility. Also, MIDAS regressions involving range and past daily realized volatility continue to outperform the ABDL benchmark model. These findings parallel the in-sample results. Second, for the realized power specification, the gain in $MSE$ is typically of the order of 20–30 percent. Hence, the in-sample $MSE$s (Table 1) and out-of-sample $MSE$s (Table 3) are very comparable in magnitude. This indicates that the performance of the MIDAS volatility regression is not due to in-sample over-fitting.

Third, longer horizon forecasts do not necessarily produce worse out-of-sample performance (at least up to 4 weeks). This is because we use the mixed-frequency regression to directly produce long horizon forecasts instead of cumulating short horizon forecasts. Moreover, we saw that the estimated MIDAS weights are different as the horizon increases, which suggests that our framework is flexible enough to accommodate various volatility dynamics.

Finally, the MIDAS regressions predicting the log and the level of volatility tend to produce similar out-of-sample forecasts. Hence, despite the extra transformation (exponentiation) and its potential source of bias, it seems that the log specification is a viable way of formulating forecasts.\footnote{We have also experimented with MIDAS regressions predicting directly the square root of $\sqrt[4]{H_{t}}$. They did not perform as well as the log specification, indicating the important role played by the predictability rather than bias.}
2.3. Robustness of findings: evidence from individual stocks

In this section, we examine the robustness of our findings. To do so, we consider evidence from a collection of individual stocks that are part of the DJ Index. The stocks considered are: Disney (DIS), Exxon Mobil (XOM), General Electric (GE), Honeywell (HON), J.P. Morgan Case and Co (JPM) and McDonald’s (MCD). These six stocks were part of the DJ Index portfolio over the entire sample and represent different sectors of the US economy. The results appear in Table 4. To

Table 3
Out-of-sample MSE comparisons of MIDAS models with daily regressors—DJ index

<table>
<thead>
<tr>
<th></th>
<th>$\hat{Q}_{t-H}$ MIDAS</th>
<th>$\hat{Q}_{t-H}$ MIDAS</th>
<th>$\hat{Q}_{t-H}$ MIDAS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_{t-j}^2$</td>
<td>$</td>
<td>r_{t-j-1}</td>
</tr>
<tr>
<td>1 day</td>
<td>0.919 1.162 1.192 0.997</td>
<td>0.949 0.932 1.726 —</td>
<td>0.977 0.897</td>
</tr>
<tr>
<td>1 week</td>
<td>0.802 1.048 1.005 0.819</td>
<td>0.778 0.746 1.457 —</td>
<td>0.815 0.729</td>
</tr>
<tr>
<td>2 weeks</td>
<td>0.920 1.168 1.039 0.855</td>
<td>0.726 0.794 1.296 —</td>
<td>0.882 0.731</td>
</tr>
<tr>
<td>3 weeks</td>
<td>0.814 0.995 0.874 0.794</td>
<td>0.724 0.751 1.089 —</td>
<td>0.797 0.714</td>
</tr>
<tr>
<td>4 weeks</td>
<td>0.872 1.089 0.985 0.857</td>
<td>0.774 0.893 1.162 —</td>
<td>0.981 0.854</td>
</tr>
</tbody>
</table>

Each entry in the table corresponds to the ratios $\text{MSE}^{\text{MIDAS}} / \text{MSE}^{\text{ABDL}}$, where $\text{MSE}^{\text{ABDL}}$ is the out-of-sample $\text{MSE}$ for the benchmark ARFI(5, 4) model in Eq. (1.10) and $\text{MSE}^{\text{MIDAS}}$ is the out-of-sample $\text{MSE}$ from the MIDAS model (Eqs. (1.1) and (1.2)) using lagged daily predictors, shown in the corresponding column and discussed in Section 1.1. We obtain the out-of-sample forecasts by estimating the models with data from April 1, 1993 to March 31, 2001 and then use the estimates from these regressions (shown in Table 2 above) to forecast future realized volatilities. The regressions are run on a weekly, bi-weekly, tri-weekly, and monthly data sampling schemes with non-overlapping $Q_{t-H,t}$, for $H = 1$ (1 day), 5 (1 week), 10 (2 weeks), 15 (3 weeks) and 20 (4 weeks) days using two measures of volatility $Q_{t-H,t}$, and $\log(Q_{t-H,t})$. For the log specification, models with $\log(r_{t-j}^2)$ and $\log(|r_{t-j-1}|)$ regressors are identical, hence the vertical bar to avoid duplication. The boldface numbers indicate the lowest ratios across specifications for a given horizon.

Table 4
Out-of-sample MSE comparisons of MIDAS models with daily regressors—individual stocks

<table>
<thead>
<tr>
<th></th>
<th>$\hat{Q}_{t-H}$ MIDAS</th>
<th>$\hat{Q}_{t-H}$ MIDAS</th>
<th>$\hat{Q}_{t-H}$ MIDAS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r_{t-j}^2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual stock: DIS</td>
<td>0.936 1.234 1.230 1.031</td>
<td>0.918 0.985 1.976 —</td>
<td>1.193 0.990</td>
</tr>
<tr>
<td>1 week</td>
<td>0.895 1.261 1.175 1.027</td>
<td>0.812 0.926 2.090 —</td>
<td>1.155 0.936</td>
</tr>
<tr>
<td>2 weeks</td>
<td>0.852 1.149 1.015 0.865</td>
<td>0.698 0.806 1.770 —</td>
<td>1.013 0.804</td>
</tr>
<tr>
<td>3 weeks</td>
<td>0.808 1.131 1.000 0.890</td>
<td>0.684 0.794 1.826 —</td>
<td>0.984 0.750</td>
</tr>
<tr>
<td>4 weeks</td>
<td>0.761 1.024 0.889 0.824</td>
<td>0.612 0.718 1.474 —</td>
<td>0.910 0.752</td>
</tr>
</tbody>
</table>

Individual stock: GE

<table>
<thead>
<tr>
<th></th>
<th>$\hat{Q}_{t-H}$ MIDAS</th>
<th>$\hat{Q}_{t-H}$ MIDAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual stock: GE</td>
<td>1.013 1.292 1.277 1.075</td>
<td>0.926 0.992 1.909 —</td>
</tr>
<tr>
<td>1 week</td>
<td>0.976 1.402 1.336 1.126</td>
<td>0.839 0.920 2.046 —</td>
</tr>
<tr>
<td>2 weeks</td>
<td>0.843 1.163 1.055 0.980</td>
<td>0.751 0.814 1.591 —</td>
</tr>
</tbody>
</table>
Table 4 (continued)

|                  | $\hat{Q}_{t-H,i}^{(m)}$ MIDAS | $\log(\hat{Q}_{t-H,i}^{(m)})$ MIDAS | $\hat{r}_{t-H}^2$ | $\log \hat{r}_{t-H}^2$ | $\log |r_{t-i-1}|$ | $\log[h_i - lo_{i-1}]$ | $\log P_{t-i-1}^{(m)}$ |
|------------------|-------------------------------|-----------------------------------|-----------------|-----------------|------------------|-------------------|------------------|
|                  |                               |                                   |                 |                 |                  |                   |                  |
| 3 weeks          | 0.766 1.015 0.937 0.854       | 0.672 0.742 1.633 —               | 0.956           | 0.692           |
| 4 weeks          | 0.961 0.987 0.829 0.867       | 0.807 0.926 1.306 —               | 0.878           | 0.882           |
| Individual stock: JPM |                              |                                   |                 |                 |                  |                   |                  |
| 1 day            | 0.917 1.264 1.216 0.983       | 0.909 0.967 2.145 —               | 1.315           | 0.975           |
| 1 week           | 1.042 1.392 1.165 0.923       | 0.835 0.903 1.831 —               | 1.083           | 0.872           |
| 2 weeks          | 0.827 1.281 1.095 0.785       | 0.688 0.814 1.597 —               | 0.938           | 0.780           |
| 3 weeks          | 1.044 1.232 0.995 0.741       | 0.727 0.845 1.487 —               | 0.863           | 0.770           |
| 4 weeks          | 0.932 1.062 0.972 0.722       | 0.692 0.806 1.378 —               | 0.805           | 0.753           |
| Individual stock: XOM |                              |                                   |                 |                 |                  |                   |                  |
| 1 day            | 1.012 1.454 1.395 1.092       | 0.929 0.940 2.241 —               | 1.400           | 0.947           |
| 1 week           | 1.005 1.469 1.435 1.066       | 0.723 0.822 2.350 —               | 1.319           | 0.852           |
| 2 weeks          | 0.951 1.254 1.210 0.979       | 0.730 0.804 1.958 —               | 1.114           | 0.791           |
| 3 weeks          | 0.854 1.169 1.121 0.922       | 0.767 0.848 1.545 —               | 1.002           | 0.792           |
| 4 weeks          | 0.949 1.328 1.107 0.954       | 0.793 0.871 1.366 —               | 0.976           | 0.809           |
| Individual stock: MCD |                              |                                   |                 |                 |                  |                   |                  |
| 1 weeks          | 1.100 1.427 1.488 1.330       | 1.018 1.018 1.642 —               | 1.316           | 0.999           |
| 1 week           | 1.044 1.394 1.497 1.380       | 0.934 0.960 1.740 —               | 1.346           | 0.922           |
| 2 weeks          | 0.952 1.365 1.499 1.352       | 0.834 0.889 1.740 —               | 1.336           | 0.815           |
| 3 weeks          | 1.143 1.271 1.443 1.286       | 0.893 0.881 1.775 —               | 1.292           | 0.848           |
| 4 weeks          | 0.955 1.082 1.236 1.129       | 0.822 0.894 1.462 —               | 1.108           | 0.833           |
| Individual stock: HON |                              |                                   |                 |                 |                  |                   |                  |
| 1 weeks          | 0.975 1.325 1.338 0.998       | 0.917 1.006 1.461 —               | 1.142           | 0.973           |
| 1 week           | 1.087 1.255 1.305 1.019       | 0.833 0.991 1.310 —               | 1.157           | 0.906           |
| 2 weeks          | 0.942 1.128 1.170 0.935       | 0.796 0.925 1.072 —               | 1.027           | 0.842           |
| 3 weeks          | 0.732 1.119 1.141 1.038       | 0.552 0.841 1.072 —               | 1.169           | 0.755           |
| 4 weeks          | 1.160 1.146 1.126 1.050       | 0.900 1.042 0.861 —               | 1.096           | 0.944           |

This table displays similar results as in Table 3, but for six individual stocks rather than the DJ Index. More specifically, for each of the six stocks—Disney Co (DIS), General Electric Co (GE), J.P. Morgan Chase (JPM), Exxon Mobil (XOM), MacDonald’s (MCD), and Honeywell Co (HON)—each entry in the table corresponds to the ratios $MSE_{MIDAS}^{(m)} / MSE_{ABDL}^{(m)}$, where $MSE_{ABDL}^{(m)}$ is the out-of-sample MSE for the benchmark ARFI(5, d) model in Eq. (1.10) and $MSE_{MIDAS}^{(m)}$ is the out-of-sample MSE from the MIDAS model (Eqs. (1.1) and (1.2)) using lagged daily predictors, shown in the corresponding column and discussed in Section 1.1. We obtain the out-of-sample forecasts by estimating the models with data from April 1, 1993–March 31, 2001 and then use the estimates from these regressions (not shown for brevity) to forecast future realized volatilities. The regressions are run on a weekly, bi-weekly, tri-weekly, and monthly data sampling schemes with non-overlapping $Q_{t+H,i}^{(m)}$, for $H = 1, 5$ days (1 week), 10 (2 weeks), 15 (3 weeks) and 20 (4 weeks) days using two measures of volatility $Q_{t+H,i}^{(m)}$ and $\log(Q_{t+H,i}^{(m)})$. For the log specification, models with $\log r_{t-H}^2$ and $\log |r_{t-i-1}|$ regressors are identical, hence the vertical bar to avoid duplication. The boldface numbers indicate the lowest ratios across specifications for a given horizon.

avoid reporting a multitude of tables, we simply focus on the out-of-sample performance.

Table 4 is analogous to Table 3 for the DJ index. The results obtained with the DJ index remain true for the individual stocks. The realized power variation produces the best out-of-sample forecasts among all level $Q_{t+H,i}^{(m)}$ MIDAS regressions. This is
true for all stocks and across horizons. For the log specification, the realized power also dominates all other predictors. For a few stocks and for selected horizons, the range and the quadratic variations produce marginally better forecasts. The overall results from the volatility of six major stock returns convey the same message. First, the MIDAS weights are flexible enough to produce in- and out-of-sample volatility forecasts that match or exceed the benchmark. Second, the realized power volatility is the best predictor of future realized volatility.

As a final robustness note, in a previous version of the paper we obtained very similar results using a different high-frequency data set from the foreign exchange market. Unfortunately, that data set was outdated and our efforts to update it and to provide new out-of-sample results were unsuccessful. However, given that the predictive accuracy of the MIDAS regressions with realized daily power predictors has been demonstrated in- and out-of-sample, with an index and individual data returns, and across markets leads us to believe that our results are indeed quite robust.

3. MIDAS regressions and high-frequency data

So far, we discussed that MIDAS regressions are able to accommodate a variety of predictors in a parsimonious representation of long lag structures. In this section, we explore another appealing feature of the MIDAS framework—its ability to easily mix sampling frequencies. More concretely, we investigate whether the direct use of high-frequency data results in better forecasts of future volatility. We revisit the choice of regressors in the context of high-frequency (5-min) data and discuss information sets, polynomials, and implicit filters. The final subsection explores the empirical evidence of volatility predictability using high-frequency data.

3.1. Choice of intra-daily regressors

Let us reconsider the argument that arbitrarily accurate estimates of volatility can be obtained by increasing the sampling frequency of returns. Unlike Eq. (1.3), where future increments in quadratic variation are projected onto a number of lags of daily quadratic variation, we explore a new dimension inherent to MIDAS regression. Instead of aggregating intra-daily squared returns or absolute returns to daily measures $\tilde{Q}^{(m)}_{t-1}$ and $\tilde{P}^{(m)}_{t-1}$ why not run MIDAS regressions directly on the high-frequency data? Using the notation $B(L^{1/m})$ for a distributed lag polynomial in $L^{1/m}$ which has the property $L^{1/m}r_{t-1/m} = r_{t-1/m,t-2/m}$, we consider the regressions:

\[
\tilde{Q}^{(Hm)}_{t-H:t} = \mu_H + \phi_H B_H(L^{1/m})[r_{t-1/m}]^2 + \epsilon_{Ht}, \quad (3.1)
\]

\[
\tilde{Q}^{(Hm)}_{t-H:t} = \mu_H + \phi_H B_H(L^{1/m})|r_{t-1/m}| + \epsilon_{Ht}, \quad (3.2)
\]

\[\text{ARTICLE IN PRESS}\]

18We were using the Olsen and Associates 5-min DM/US$ data covering the period December 1986–November 1996.
where the first equation involves projecting $\hat{Q}_{t-t_H,H}$ onto past squared returns sampled at frequency $1/m_2$. Note that the sampling frequency used to compute quadratic variation ($m_1$) may differ from the sampling frequency used to compute high-frequency returns. The specification appearing in (3.1) is closely related to both the daily realized volatility model in (1.8) and the daily MIDAS regression in (1.3). With, say, 50 days of lags there is a direct comparison between (3.1) and (1.3) since they both involve the same information set. Similar arguments apply to absolute intra-daily returns used in Eq. (3.2) and the MIDAS regression involving realized powers in Eq. (1.7). We now turn to topics pertaining to information sets and polynomials in the next two subsections.

3.2. Information sets

We will consider first projections involving squared returns, namely

$$E(L)\hat{Q}_{t-H,H}[r_{t-j/m_2}^2, j \geq 0] = \mu_H^s + \phi_H B_H^s(L) [r_{t-1/m_2}^2],$$

(3.3)

where $E(L.)$ denotes a linear projection. When we consider information sets involving past realizations of measured quadratic variation, i.e. $\hat{Q}_{t-j,t-j-1}, j = 1, \ldots, m_1$, we obtain

$$E(L)\hat{Q}_{t-H,H}[\hat{Q}_{t-j,t-j-1}^{(m)}, j \geq 0] = \mu_H^0 + \phi_H B_H^0(L) \hat{Q}_{t-t_H}^{(m)}.$$  

(3.4)

Since the information set $[\hat{Q}_{t-j,t-j-1}, j \geq 0]$ is a subset of $[r_{t-j/m}^2, j \geq 0]$ (assuming a common $m$) we know the following property holds for linear projections and quadratic loss functions:

$$MSE(E(L)\hat{Q}_{t-H,H}[r_{t-j/m}^2, j \geq 0]) \leq MSE(E(L)\hat{Q}_{t-H,H}[\hat{Q}_{t-j,t-j-1}^{(m)}, j \geq 0]).$$

(3.5)

The reduction of information from $[r_{t-j/m}^2, j \geq 0]$ to $[\hat{Q}_{t-j,t-j-1}^{(m)}, j \geq 0]$ has the resulting (linear) projection only in terms of daily lags, whereas the linear projection (3.1) involves many lags of high-frequency data. On the one hand, the relation in (3.5) may not be attained in practice as the linear projection in (3.3) involves a very large number of parameters. On the other hand, a parsimonious model built on a parametric specification of the high-frequency dynamics may yield very complicated projection formulas. Mixed data sampling regressions exploit a much larger information set, without the cost of parameter proliferation, which is a defining feature of mixed data sampling regressions. Hence, we try to keep the rich information set without being penalized by prohibitively large parameter spaces.

It should also be noted that the MIDAS regression approach is explicit about the information sets involved. Namely, if one considers two sampling frequencies $m_1$ and $m_2$ with, for instance, $m_1 < m_2$, then there is a MIDAS regression associated with each one of the sampling frequencies. Such MIDAS regressions, involving linear projections $E(L)\hat{Q}_{t-H,H}[r_{t-j/m_1}^2, j \geq 0]$ and $E(L)\hat{Q}_{t-H,H}[r_{t-j/m_2}^2, j \geq 0]$, could be viewed as nested specifications, though this may not lead to any practical testable
restrictions. However, we can use standard regression methods to appraise the fit of the two projections. Namely, in practice we may run into microstructure noise and linear regressions with \( m \) too high may therefore under-perform. The MIDAS regression framework and the explicit treatment of information sets allows us to address these issues rather directly, instead of assessing separately first the quality of realized volatility extractions and then proceed in a second stage with model specification.

The arguments regarding information sets also apply to absolute returns and realized power specifications. Consider the following linear projection:

\[
E_L(\hat{Q}_{t+H+j}^{(Hm_j)} \mid r_{t-j/m_2}, j \geq 0) = \mu_H^a + \phi_H^{a}B_H^a(L^{1/m_2}) | r_{t-j-1/m_2} \]

and the linear projection onto past realized absolute power defined as \( \hat{P}_{t-j,t-j-1}^{(m_j)} \), yielding:

\[
E_L(\hat{Q}_{t+H+j}^{(Hm_j)} \mid \hat{P}_{t-j,t-j-1}^{(m_j)}, j \geq 0) = \mu_H^P + \phi_H^P B_H^{P}(L) \hat{P}_{t,j-1}^{(m_j)}. \]

The arguments regarding information sets apply to these two projections as well.

### 3.3. Polynomials and implicit filters

The daily regression (1.3) involving quadratic variation can be viewed as factorizing the polynomial \( B(L^{1/m}) \) in Eq. (3.1) into subpolynomials that are directly interpretable. For example, in the linear projection (3.3) one could consider a factorization of the following type: \( B(L^{1/m}) = B_d(L)B_{rv}(L^{1/m}) \), where \( B_d(L) \) is a polynomial in lag \( L \) (hence involving daily sampling) and \( B_{rv}(L^{1/m}) \) is a predetermined polynomial representing realized volatility, i.e. \( B_{rv}(L^{1/m}) = \sum_{j=1}^{m}(L^{1/m})^j \) which results in taking the sum of \( 1/m \) sampled squared returns and hence computing \( C_{t-1}^{(m)} \). As noted before, and discussed at length notably by Andreou and Ghysels (2002b) and Barndorff-Nielsen and Shephard (2001, 2002a,b, 2003a), realized volatility estimates the quadratic variation of semi-martingales, including jump diffusions as well as some strictly non-Brownian processes more generally. The presence of measurement error has prompted Andreou and Ghysels (2002b) to consider rolling sample estimators of quadratic variation, called HQV, referring to historical quadratic variation. MIDAS volatility regressions also include factorizations involving HQV estimators. For example, one could consider a factorization of the following type: \( B(L^{1/m}) = B_d(L)[B_{rv}(L)B_{rv}(L^{1/m})] \), where \( B_d(L) \) represents a rolling sample predetermined polynomial combining daily realized volatilities. Alternatively, one could also consider the intra-daily smoothing proposed by Andreou and Ghysels (2002b), which consists of taking \( B_d(L)[B_{rv}(L^{1/m})B_{rv}(L^{1/m})] \), with weighting schemes rolling through intra-daily quadratic variation estimators. It may be clear by now that the direct estimation of MIDAS volatility regressions is a simple approach to accomplish two operations in one single step. The first operation is filtering past high-frequency returns such that they represent past daily volatilities. The second operation is the projection of future realizations onto past filtered volatilities to obtain predictions. The
combination of the two operations into one step has many advantages. For instance, with a flexible enough lag structure, one can compute predictions that exploit directly the high-frequency data set. Combining high-frequency data first into daily estimates entails a loss of information that cannot be recovered in the second step. Moreover, the design of extraction filters, i.e., is the choice of quadratic variation estimator, is by-passed and therefore the worry about noisy volatility estimates is avoided.

3.4. Empirical results with high-frequency data

We now turn our attention to the estimation of MIDAS regressions involving intra-daily (5-min) data. A major issue is that intra-daily seasonal patterns in financial markets have been widely documented in the literature since the work of Wood et al. (1985). Clearly tomorrow’s quadratic variation does not feature seasonal intra-daily fluctuations, whereas the high-frequency intra-daily returns do. The most practical way to address such a situation is to remove the high-frequency intra-daily seasonal patterns from returns prior to fitting the lag structures. One may therefore wonder whether one could improve MIDAS regressions involving intra-daily data by considering seasonal adjustment prior to fitting a MIDAS polynomial. On the other hand, one could also accommodate the intra-daily patterns directly via the specification of the polynomial lag structure. A mixture of Beta lag polynomials can accommodate this by centering one polynomial on the mean of a seasonal lag. For example, suppose one day’s worth of lags is 288, then there are 24-hourly peaks in the lag structure. Therefore one can take \( \theta = ((a_i, b_i), i = 1, \ldots, 24) \), and center the Beta polynomials at the hourly lags, i.e. \( a_i/(a_i + b_i) = 12i \) for \( i = 1, \ldots, 24 \). This would not be very appealing, however, as one would involve at least 48 parameters, to obtain a polynomial lag structure flexible enough to accommodate all the ups and downs of periodic market activity throughout a business day. Note that in less complex seasonal settings, involving quarterly or monthly data, the strategy may indeed be appealing. The alternative is to seasonally adjust the data prior to fitting MIDAS regressions, a subject to which we turn next.

3.4.1. Seasonality in MIDAS regressions

There are theoretical arguments that support seasonally adjusting the data prior to fitting a MIDAS regression, and those arguments are spelled out in detail in Hansen and Sargent (1993) and Sims (1993). We consider again a generic regressor \( x^{(m)} \), which may be squared returns, absolute returns or range, that is adjusted for (intra-daily) seasonal patterns. We denote by \( x^{(m)} \) the raw regressors, and \( \tilde{x}^{(m)} \) the adjusted ones. We have considered two alternative schemes for removing the periodic patterns. The first consists of subtracting hourly means of squared returns, i.e. \( \tilde{x}_{t-j/m}^{(m)} = [x_{t-j/m}^{(m)}]^2 - M_h(j) \), where \( h(j) \) is the hour to which the \( j \)th observation belongs and \( M_h \) is the mean of \( [x_{t-j/m}^{(m)}]^2 \) for hour \( h \). The second scheme is slightly more general as it adds a day-of-the-week effect, namely \( \tilde{x}_{t-j/m}^{(m)} = [x_{t-j/m}^{(m)}]^2 - M_{h(d(t))} \), where \( d(t) \) is the day of the week of day \( t \) and \( M_{h,d} \) is the mean of \( [x_{t-j/m}^{(m)}]^2 \).
for hour \( h \) on day \( d \). Obviously one could consider other adjustment schemes as well.\(^{19}\)

Let us consider the example of squared return regressors and rewrite (3.1) in terms of adjusted returns as

\[
\hat{Q}_{t+H,t}^{(H_m)} = \mu_H^s + \phi_H^s B_H^s(L^{1/m_2}) \left( [\tilde{r}_{t,t-j/m_2}]^2 - M_{h(t),d(t)} \right) + \varepsilon_{t+H}^s
\]

which can also be rewritten as

\[
\hat{Q}_{t+H,t}^{(H_m)} = \mu_H^s + \phi_H^s B_H^s(L^{1/m_2}) \left( [\tilde{r}_{t,t-j/m_2}]^2 - M_{h(t),d(t)} \right) + \beta_2 z_t + \varepsilon_{t+H}^s,
\] (3.8)

where \( \beta_2 z_t \) represents a set of seasonal dummies, i.e. \( z_t = (z_t^d, d = 1, \ldots, 5) \) with \( z_t^d = 1 \) if \( d = d(t) \) and zero otherwise. Finally, the parameters \( \beta_2 \) are coefficients implicitly defined by the relationship \( B_1(L^{1/m}) M_{h(t),d(t)} = \beta_2 z_t \). Comparing Eqs. (3.8) and (3.1) yields the result that in principle one could run a regression with seasonal dummies and raw data to estimate \( B_H^s(L^{1/m}) \), instead of adjusting squared returns first and estimate the polynomial lag structure with \( r_{t/m}^1 \). Unfortunately, both are not necessarily equivalent even in large samples. The main reason is that we are dealing with potentially misspecified specifications since the polynomial lag structure is an approximation to a highly over-parameterized projection. In such circumstances, it is often better to adjust series prior to fitting “approximate” models. The formal arguments in Hansen and Sargent (1993) and Sims (1993) are based on the fact that the approximation error may be unduly influenced by the large seasonal variation in the data. In the empirical work involving intra-daily data, we show that adjusting the squared returns prior to running mixed data sampling regressions does not seem to have much of an impact. On the contrary, using raw data yields better results than those obtained with adjusted returns.

\[\text{3.4.2. Empirical results}\]

Table 5 presents the in-sample ratios \( \frac{MSE^{\text{MIDAS}}}{MSE^{\text{ABDL}}} \), where the MIDAS regressions involve either unadjusted returns or hourly adjusted returns, as discussed in the previous subsection. We report again results from forecasting the two measures of volatility \( \hat{Q}_{t+H,t}^{(H_m)} \) and \( \log(\hat{Q}_{t+H,t}^{(H_m)}) \) for the April 1993–March 2001 subsample and for the entire sample. Note that the log specification is reduced to one regression as the regressors are identical apart from a scaling factor. With unadjusted intra-daily squared returns we have in-sample fits that are roughly equal to those obtained with the aggregated measure \( \hat{Q}_{t,t-1}^{(m)} \). This is true for both the subsample and the full sample. Likewise, with unadjusted intra-daily absolute returns we have in-sample fits that are also roughly equal to those obtained with the corresponding aggregated measure \( \hat{P}_{t,t-1}^{(m)} \). The log specification, for which there is only one

\[^{19}\]There is lots of evidence that the intra-daily seasonality is best captured by a multiplicative type of factor, see e.g. Martens et al. (2002). This suggests that division by a seasonal factor, rather than demeaning, is a natural approach to seasonal adjustment. In the log volatility specifications involving log regressors we de facto apply such a multiplicative-type adjustment.
Table 5
In-sample MSE comparisons of MIDAS models with high-frequency regressors—DJ index

<table>
<thead>
<tr>
<th></th>
<th>Unadjusted model</th>
<th>Hourly adjusted model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r^2_{t-1/m}$</td>
<td>$r^2_{t,t-1/m}$</td>
<td>$r^2_{t,t-1/m}$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>r_{t-1/m}</td>
</tr>
<tr>
<td></td>
<td>0.868</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td>0.849</td>
<td>0.759</td>
</tr>
<tr>
<td></td>
<td>0.770</td>
<td>0.673</td>
</tr>
<tr>
<td></td>
<td>0.782</td>
<td>0.680</td>
</tr>
<tr>
<td>$\log(r^2_{t,t-1/m})$</td>
<td>$\log(</td>
<td>r_{t,t-1/m}</td>
</tr>
<tr>
<td></td>
<td>0.986</td>
<td>0.983</td>
</tr>
<tr>
<td></td>
<td>0.911</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>0.736</td>
<td>0.893</td>
</tr>
<tr>
<td></td>
<td>0.743</td>
<td>0.854</td>
</tr>
<tr>
<td>$\log(Q_{t,t-H})$ MIDAS with high-frequency lags of regressors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 week</td>
<td>1.093</td>
<td>1.091</td>
</tr>
<tr>
<td>2 weeks</td>
<td>1.030</td>
<td>—</td>
</tr>
<tr>
<td>3 weeks</td>
<td>0.959</td>
<td>—</td>
</tr>
<tr>
<td>4 weeks</td>
<td>0.893</td>
<td>—</td>
</tr>
</tbody>
</table>

The empirical results are based on a data set consisting of 5-minute intra-day returns of the Dow Jones Composite Portfolio (DJ) over a 10-year period, from April 1, 1993–October 31, 2003. In conducting the out-of-sample forecasts, we split the sample into two subsamples, April 1, 1993–March 31, 2001 and April 1, 2001–October 31, 2003. Therefore, the left panel covers the entire sample, the right one the first subsample. The regressions are run on a weekly, bi-weekly, tri-weekly, and monthly data sampling schemes with non-overlapping $Q_{t,H}$, for $H = 5$ days (1 week), $H = 10$ (2 weeks), 15 (3 weeks) and 20 (4 weeks) days, respectively. The MIDAS regressions are obtained with the Beta lag structure (1.2), imposing $\theta_1 = 1$. We presents the in-sample ratios $MSE_{MIDAS}/MSE_{ABDL}$, where $MSE_{ABDL}$ is the MSE for the benchmark ARFI$(5,d)$ model appearing in Eq. (1.10). The results from forecasting the two measures of volatility $Q_{t+H,t}$ and $\log(Q_{t+H,t})$ are presented in Panels A and B, respectively. For the log specification, models with $\log(r^2_{t,t-1})$ and $\log(|r_{t,t-1}|)$ regressors are identical, hence the vertical bar to avoid duplication.
regression, also comes close to daily MIDAS regressions with $\hat{Q}^{(m)}_{t,t-1}$, rather than $\hat{P}^{(m)}_{t,t-1}$. Perhaps this is not so surprising as the log transformation puts the squared and absolute returns on an equal footing.

An interesting observation emerges from looking at the right panel of Table 5. Hourly adjusting the returns does not yield any gains in the in-sample fit. In fact, quite often it yields slight deteriorations of the in-sample fit compared to the MIDAS regressions with unadjusted returns (and therefore also with the corresponding daily regressors). Note that in none of the cases any explicit penalty was introduced for the use of parameters in estimating the adjustments. This finding suggests that more complicated specifications may be needed to adjust for seasonality in returns, see e.g. Andersen and Bollerslev (1997) for further discussion on this matter. However, more complicated adjustment regressions may also defy the purpose of parsimony. In a different context, the finding may not be true, as there are probably many other settings where seasonals are easier to specify. Macroeconomic data series would be a good example to investigate this question further, as a monthly cycle would be easier to capture than an intra-daily one. The findings reported in Table 5 are significant, however, as one advantage of computing daily measures is that seasonality issues are foregone through the aggregation process. It appears from our findings that the presence of seasonals is not an obstacle to the application of MIDAS regressions to high-frequency financial data.

Fig. 4 displays the profile of polynomials estimated with seasonally adjusted and unadjusted returns. This figure plots the weights that the MIDAS estimators of 1 week prediction horizon for a MIDAS regression predicting log increments of quadratic variation based on log 5-min high-frequency intra-daily squared (absolute) returns appearing in regression (3.1). The MIDAS polynomial weights for both hourly adjusted and unadjusted squared returns are displayed. We note that there is very little difference between the polynomials, except for the fact that the MIDAS regression involving unadjusted returns tends to put more weight on the most recent days, in comparison to the MIDAS regression involving adjusted returns.

The out-of-sample results appear in Table 6. The results parallel the in-sample findings, namely the direct use of unadjusted intra-daily high-frequency data neither helps nor hurts. Hourly adjustment do again much worse and are therefore not recommendable.

Overall, we note that MIDAS regressions can handle directly intra-daily high-frequency data. The advantage of our unified framework is that it enables us to conclude that the incremental value of using directly high-frequency data appears to be non-existent, at least in the present context of 5-min equity returns.

4. Conclusions

We study the predictability of return volatility with MIDAS regressions. Our approach allows us to compare forecasting models with different measures of
Fig. 4. MIDAS weights 1 week horizon and intra-daily regressors. The weights of the MIDAS estimators for 1 week prediction horizon for predicting log increments of quadratic variation based on log 5-min high-frequency intra-daily squared (absolute) returns appearing in regression (3.1). The MIDAS polynomial weights for both hourly adjusted and unadjusted squared returns are displayed. All estimates are obtained using the entire sample.
volatility, frequencies, and lag lengths. While the main focus of this paper is volatility forecasting, it is clear that the MIDAS framework is general in nature and can find a good use in any empirical investigation that involves data sampled at different frequencies. Simplicity, robustness, and parsimony are three of its main attributes.

We report several intriguing findings regarding the predictability of weekly to monthly realized volatility in equity markets. First, we find that daily realized power outperforms daily realized volatility and that daily and intra-daily absolute returns outperform respectively daily and intra-daily squared returns. This set of results suggests that absolute returns are very successful at capturing fluctuations in future return volatility, despite the predominant emphasis in the literature on squared returns. Also, we find that daily ranges are extremely good forecasters of future volatility and are only second to realized power. This last finding is consistent with results in Gallant et al. (1999), Alizadeh et al. (2002) and Engle and Gallo (2003), among others, who use different methods and different data. Finally, we show that the direct use of high-frequency data does not necessarily lead to better volatility forecasts.

Our paper leaves one unanswered issue: why is realized power such a good predictor of future volatility? While there still is not a satisfactory answer to this question, several recent papers have made considerable progress. First, there is now an elegant asymptotic theory that was developed in a set of papers by Barndorff-Nielsen and Shephard (2003b, 2004) showing how realized power,

\[
\text{Table 6} \\
\text{Out-of-sample MSE comparisons of MIDAS models with High-frequency regressors—DJ index}
\]

<table>
<thead>
<tr>
<th></th>
<th>Unadjusted model</th>
<th>Hourly adjusted model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\hat{Q}_{t-H}^{(m)})</td>
<td>(\log(\hat{Q}_{t-H}^{(m)}))</td>
</tr>
<tr>
<td>(r_{t-1/m}^2)</td>
<td>0.797</td>
<td>0.783</td>
</tr>
<tr>
<td>(</td>
<td>r_{t-1/m}</td>
<td>)</td>
</tr>
<tr>
<td>(\log r_{t-1/m}^2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>(\log</td>
<td>r_{t-1/m}</td>
<td>)</td>
</tr>
<tr>
<td>1 week</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 weeks</td>
<td>0.905</td>
<td>0.883</td>
</tr>
<tr>
<td>3 weeks</td>
<td>0.987</td>
<td>1.000</td>
</tr>
<tr>
<td>4 weeks</td>
<td>1.035</td>
<td>1.259</td>
</tr>
</tbody>
</table>

The empirical results are based on a data set consisting of 5-min intra-day returns of the Dow Jones Composite Portfolio (DJ) over a 10-year period, from April 1, 1993–October 31, 2003. In conducting the out-of-sample forecasts, we split the sample into two subsamples, April 1, 1993–March 31, 2001 and April 1, 2001–October 31, 2003. We present the in-sample ratios \(\text{MSE}_{\text{MIDAS}} / \text{MSE}_{\text{ABDL}}\), where \(\text{MSE}_{\text{ABDL}}\) is the MSE for the benchmark ARFI(5, d) model appearing in Eq. (1.10). All models predict the square root of volatility out of sample, similar to Andersen et al. (2003). The MIDAS regressions are reported in Table 2. Entries in bold show the best performing model for each prediction horizon across separate panels. For the log specification, models with \(\log r_{t-1/m}^2\) and \(\log |r_{t-1/m}|\) regressors are identical, hence the vertical bar to avoid duplication. The boldface numbers indicate that the lowest ratios across specifications for a given horizon.
and a measure called bi-power, exclude the jump component of increments in quadratic variation. Building on the Barndorff-Nielsen and Shephard analysis, Forsberg and Ghysels (2004) study the theoretical properties of realized power in the context of continuous time stochastic volatility. They confirm the intuition that realized power is a persistent process more closely related to the long run component of volatility, which explains its success as a regressor in the context of MIDAS regressions. Forsberg and Ghysels (2004) also show that realized power has far less measurement noise in comparison with realized volatility and bi-power. They also discuss other appealing features of realized power, such as higher persistence and predictability in comparison with bi-power and realized volatility.

In a recent paper, Andersen, Bollerslev and Diebold (2003) suggest to use the bi-power variation as predictor of volatility because jump components are “noise” not helpful in predicting future volatility. The bi-power regressor is used in “HAR regressions,” proposed in Corsi (2003), and is shown to improve the forecasting of volatility. Our paper shares a common theme with Andersen, Bollerslev and Diebold (2003). Both papers argue in different ways that taking a volatility measure immune to jumps—realized power or bi-power, is a good regressor to predict future volatility.20

We have kept the mixed data sampling regressions as simple as possible in the interest of clarity and conciseness. However, there are a host of issues, such as asymmetries, multiple predictors, and option-implied measures of volatility, that merit further attention. These extensions are easily accommodated in the MIDAS framework and some of them are addressed in Ghysels et al. (2002a). Others remain to be explored.
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20Early drafts of the current paper and versions of the Andersen, Bollerslev and Diebold (2003) paper were written independently and simultaneously.
References


